A dual-processor architecture is a great way to add digital audio to an existing host application, but care must be taken.
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You have a great host application running on a high-end processor that’s just dying to include digital audio. Texas Instruments’ Internet Audio team has some nice stand-alone DSP audio applications available. It seems as if it should be fairly simple to bring the two applications together. Actually, it is—if you conduct a thorough analysis up front, take into account certain design constraints before you begin, and pay attention to details during the integration.

Anytime you consider implementing a dual-processor design, you need to be sure that this type of architecture makes sense. Certainly, if you already have one or both of the desired applications running on their own, combining the functionality by integrating the two processors is a logical solution. This type of architecture also provides for a logical division of functionality, including letting the DSP focus on the key algorithms. The DSP of course is fully capable of supporting a stand-alone application, but if you already have an existing host application, using the DSP as a digital audio “engine,” or coprocessor, will enable you to add this functionality with minimal impact to the existing design while taking advantage of the proven algorithms on the DSP. This logical separation also allows for modular development, improved maintenance, and easier enhancement capabilities.

To demonstrate this concept, let’s examine how Indesign used the DSP-based MP3 encoder application from the Internet Audio group to add MP3 encoding to a host application. The audio application, running on the TMS320C5416 DSP, is designed to be a self-contained program, including user interface (display and keypad), data input (codec), data output, and media storage (Compact Flash), along with the core encoding engine. PCM data is received in real time from the I2S codec interface, processed through the encoder, and stored in the Compact Flash. The host application contains a user interface, a hard disk drive, and a CD-ROM drive.

The new dual-processor architecture is shown in Figure 2. It retains the user interface (UI), the media interfaces, and the existing features from the host application. We added a UI for the encoding feature, an encoding API, and a DSP driver to the host application. The DSP retains the core MP3 encoding engine and changes the input and output data sources. The host application now sends the input (PCM) data to the encoder, and the encoder sends the output (MP3) data to the host, all via the Host Port Interface.
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(HPI) bus, an integrated mechanism of TI DSPs to communicate with an external host. Finally, we removed the DSP’s UI and media storage.

When developing a dual-processor design, especially when merging existing stand-alone applications, it’s important to understand fully how the two processors will communicate. Some important aspects we considered were communication bandwidth, minimum and maximum latencies within each processor, initialization, and firmware program flow control. In particular, to support the new data and program flow requirements, we considered both the data bandwidth to the host and the impacts of latency in the system.

As an example of the real-time processing required, with an audio signal sampled at 44.1 kHz and 16-bit stereo, the data input for 2x processing is 2,822,400 bits per second. With MP3 encoding at 128 kbps, the output will average 256,000 bps. Those rates aren’t high for an 8- or 16-bit parallel bus, but the system response time can complicate the design.

A significant part of the data transfer time can be attributed to latency in the host application. A typical host application uses an RTOS and will have some periods during which tasks with a higher priority delay the host’s servicing the DSP’s data requests. The duration of those tasks determines the host latency when responding to the DSP. Both the maximum and average latency durations must be considered. In our host application, the higher-priority task latency swamped the actual data transfer time.

To give a sense of how latency affects the data transfer rate, assume that the average host latency for a DSP request is 2 ms and that the DSP requests 1,024 16-bit words (16,384 bits) each time it needs data. To support a transfer rate of 2,822,400 bps, the DSP must make approximately 172 requests for data each second. Transferring the data on a 25-MHz 16-bit bus would take 7.056 ms, and the latency would be 172 x 2 ms = 344 ms.

If you’re developing a similar dual-processor application, once you’ve designed the interface, you should measure the latencies to determine the overall system performance. If an improvement is required, you can employ one or more strategies to reduce the latency: raise the communication task priority, change the buffer transfer sizes, or reduce the high-priority task latencies.

Although adding MP3 encoding to the host application actually removes the real-time encoding constraint, it’s desirable to optimize the interface to allow data to be transferred as fast as the encoder can produce output. Our goal was to supply data rates greater than twice real time. To do that, the interface must be able to support the transfer of audio data, a command/response structure for control of the encoding, and the downloading of DSP images.

The choices for interfacing to the DSP include using a serial link or the HPI bus. We chose to configure the HPI bus for nonmultiplexed

![Figure 1. It’s fairly simple to take stand-alone applications, such as Internet audio (a) and a host (b) and merge them into a common application providing additional functionality without having to start all over.](image-url)

When developing a dual-processor design, it’s vital to understand how the two processors will communicate.
address and data. When using the bus, the host processor can read from and write directly to the DSP's dual-port static memory, requiring no action by the DSP. We mapped the DSP dual-port memory into the host address space and connected the host's address and data bus directly to the DSP's HPI bus. We didn't consider interfacing to the serial link because the host processor lacked a suitable interface.

The control of the interface can be done through polling by the host or through interrupts. To provide a quick response to the DSP's data needs, we chose interrupts. This approach required the use of an output bit on the DSP to set an interrupt on the host. We also used an external hardware interrupt input on the DSP connected to a dedicated output bit of the host to provide an interrupt to the DSP. These interrupts were used to indicate that a new message or command was available.

The stand-alone DSP application loaded the DSP application image from Compact Flash. To reduce the system cost, it was desirable to store the DSP image on the host's hard drive and download it to the DSP when initializing the latter. The DSP's built-in boot ROM has an option for loading code, via the HPI, after a reset, which is just what we needed. With the interrupt control through interrupts. To provide a quick response to the DSP's data needs, we chose interrupts. This approach required the use of an output bit on the DSP to set an interrupt on the host. We also used an external hardware interrupt input on the DSP connected to a dedicated output bit of the host to provide an interrupt to stop encoding commands, but also a level of handshaking to support the transfer of PCM data from the host and encoded data from the DSP. In addition, it had to provide a means to specify configuration parameters for the encoding algorithms. Lastly, the command set had to be capable of supplying images to the DSP. We decided on the command set listed in the table.

We made changes to the host application software at three levels: application, interface, and driver. At the application level, we had to develop a user interface for the new encoding feature that allows the system to use that resource. The new UI uses the existing user input and display mechanisms of the system and, because it's obviously desirable, matches the existing user interface style.

To support the application programming, we developed an API to the encoding engine to insulate the application from the details of interfacing to the DSP. The encoder API supports high-level actions required for encoding, including configuration (selection of sample rate, com-
pression rate, and other encoding parameters), start encoding, pause encoding, and stop encoding. The API performs a task similar to that done by TI’s TMS320 DSP Algorithm Standard, providing a standardized set of rules and guidelines for consistent coding.

To support the encoder API (and possibly other APIs, if additional features are added that use the DSP), we also developed a DSP driver. The driver handles low-level interfacing to the DSP. It includes functions to load and initialize the DSP code image, handle the low-level command interface with the DSP, read from and write to the DSP’s dual-port memory, and trigger the host-to-DSP interrupt. It also includes the DSP-to-host interrupt service routine.

Changes to the host system software include mapping the DSP dual-port memory into the host memory map, assigning a Chip Select to the DSP, connecting the host’s address and data bus to the DSP’s HPI bus, allocating an external interrupt for the DSP-to-host interrupt signal and designating an output bit for the host-to-DSP interrupt.

We implemented the DSP driver as a class. The driver handles the command and response control interface to the DSP and also provides a mechanism for loading the initial DSP image. Although in our design only the encoder image is loaded, this mechanism can be used to load other images providing different functions as well.

One aspect of the DSP driver that required special attention is that the dual-port memory appears as a non-contiguous block of memory to the host while appearing as one contiguous block of memory within the DSP. In addition, the host’s memory address space is byte-based, whereas the DSP’s memory is word-based. Since the downloaded image fills most of the DSP memory, the driver provides address translation and byte-to-word translation to map the downloaded instructions to the proper area within the DSP. The interrupt service routine for handling DSP-to-host interrupts is also contained within this driver. The interrupt routine sets a semaphore that the encoding monitoring task can use.

We also implemented the encoder API as a class. The API provides the interface for the application to control the encoding operation and also contains the communication-monitoring task for encoding. The initialization of the API allows the application to set the input and output file streams, configure the encoding parameters, and create a task to monitor the DSP communications. The monitoring task waits for the DSP interrupt semaphore, an application command, or a time-out. It also manages the responses to DSP’s requests to get new PCM data or to store encoded MP3 data and to application requests to control the encoding process. When the DSP-to-host interrupt semaphore is set, the monitoring task reads the DSP command using DSP driver functions, acknowledges receipt of the command to the DSP, and then takes the appropriate action. When an application command is received, the monitoring task translates it into DSP driver function calls for execution. To minimize the latency for interactions with the DSP and to maximize the data throughput, we

To support the encoder API, we also developed a DSP driver, which handles low-level interfacing to the DSP.

![Figure 3. The encoding path takes PCM data directly from the host processor, via the HPI, through new input pipes, and on to the existing encoding engine.](image-url)
set the priority of the encoder monitoring task high.

The encoder API and the DSP driver work together with the application code to control and monitor the DSP encoding resource.

We used DSP/BIOS data pipes and software interrupts to manage the program flow control. The encoder initialization code provides data from the first buffer of to the encoder module. After this data is used, the data pipe function initiates a software interrupt to get additional data. The output of the encoder then fills the output data pipes, and the output pipe function initiates a software interrupt to transfer the data to the host. The speed of the encoder function controls the flow of the PCM data from the host and the encoded data back to the host.

A major area of change we made to the DSP firmware was switching the data input and output from the codec and Compact Flash to the Dual-Processor Architecture.
HPI. As shown in Figure 2, we divided the HPI firmware on the DSP into three major areas: a command interface, a buffer area for PCM data from the host, and a buffer area for the encoded data back to the host. To notify the DSP of a new command being received, we added an external interrupt from the host to the DSP. We also used an output bit on the DSP to create an interrupt to the host.

The buffer area for receiving PCM data from the host replaced the I2S interface from the codec. Since the audio input is being fed from the host controller, we changed the flow of the program execution to allow the DSP to process data as quickly as possible.

We used the DSP/BIOS buffered pipe manager to control the buffer area and a pipe with two frames of 1,024 words each to buffer the data from the host. As an example, for 16-bit stereo and 44.1-kHz sample rate for the input, this system provides up to 23.2 ms of storage.

The host processor loads the buffer after receiving a Data Request command from the DSP. The Data Request command includes the start address and the minimum and maximum number of samples that the host should write. As shown in Figure 3, a new HPI PCM task takes the data received from the host processor and loads up the existing encoder input pipes.

We changed the interface from the encoder to the Compact Flash to direct the data to the host instead of to the Compact Flash driver. We modified the buffer sizes to account for the delay in the host response to the data being available and set the buffer area to 2,400 words. The DSP loads the buffers once the encoded data is available, and the host processor is notified via a Data Ready command, indicating the start address and the size of the data to be read. After it has read the data, the host responds with a Data Free command.

The command interface, shown in Figure 4, consists of a 16-word input buffer and a 16-word output buffer that can receive the command from the host and load a command to send to the host. The handler for the interrupt from the host retrieves the received command and processes it accordingly.

With the user keypad and display interface controlled by the host controller, we disabled the DSP keypad and display interface functions. Removing the user interface and media interfaces from the DSP eliminated any real-time constraints on the encoding process. Therefore the encoding process can run faster than real time for those applications that may require more processing than would be available with a real-time input.

We evaluated the new dual-processor system using a 75-second segment of jazz music contained in a wave file recorded at 44.1 kHz, 16-bit signed stereo. The tests with the complete system resulted in an encoding rate of 1.1 to 2 times real time, depending on the sample rate and bit rate.

Several factors should be taken into account when assessing the potential limits on the performance of this system. They include the processing time of the core algorithms, the overhead time to buffer and transfer data, and the response time of the host controller. To optimize data processing, the DSP must provide sufficient buffering for the input data to continually feed the audio algorithm, and must have sufficient output data buffering to always have room to place the processed data. If these criteria are met, the DSP can process data at the maximum rate allowed by the algorithm.
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