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An All-Digital Automatic Gain Control

Abstract

One way to improve the performance of a graphics system is to
place an advanced digital signal processor between the host
processor and the video controller. This book, the author's
bachelor's thesis at MIT, discusses the suitability of the
TMS320C30 Digital Signal Processor to that task.

The book begins with a listing of the factors that make the
TMS320C30 the digital signal processor of choice. It is followed by
a real world scenario that shows the type of need this type of
system could meet and how this thesis could be tested. Beginning
with an example of a mechanical engineer's need to create, store
and adjust 3D objects and render the images on a video display,
the books explores the instructional model of how a graphics
system can be designed using an advanced digital signal
processor.

Topics covered include:

O An overview of the implementation
O Representation of graphics elements
Q DPS command execution
a

The rendering subsystem (including information on the
TMS34010 Graphics System Processor and the TMS34010
Software development board)

O Possible improvements
O References
There are several supporting graphics and tables including:

Q An example of a full scale graphics pipeline
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SPRA402

A simple three-processor graphics pipeline

Modified TMS34010 software development board block
diagram

Transformation matrices and equations

Comparison of Intel and TMS320C30 32-bit floating-point
formats

QO TMS34010 signals controlling host port interface
QO TMS34010 host control register fields

Mapping of TMS34010 host control register fields
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This application report is based on the author’s bachelor’s thesis at the Massachusetts Insti-
tute of Technology.

The placement of a high-performance computational engine, such as an advanced digital sig-
nal processor, between the host processor and the video controller in a graphics system canimprove
performance tremendously. Several factors make the Texas Instruments TMS320C30 Digital Sig-
nal Processor well-suited to this task:

* 32-bit floating point arithmetic provides both high-resolution and large dynamicrange in

calculation.

* Single-cycle, 60-ns instruction execution and parallel bus access greatly improve system

throughput. :

* A hardware single-cycle multiplier facilitates the matrix arithmetic, which is frequently

required in 3D graphics.

* The ease of programmability allows the design of flexible and expandable systems.

* Software tools, such as simulators[1], assembler/linkers[2], and high- level language de-

buggers/compilers[3], decrease product development time.

* In-circuit scan-path emulators[4], decrease hardware prototyping and debugging time.

* The use of a standard device lowers the overall system cost.

With the use of the TMS320C30, the host processor can request higher-level commands of
the rest of the system. Instead of issuing requests for line-draws or screen clears, it can, forexample,
request that a 3D object be rotated 90 degrees and then be redrawn. In addition, a rendering element
(usually a video controller or graphics system processor) can devote its resources solely to screen
management rather than doing some portion of the computationally intensive processing. The fol-
lowing pages provide a description of how a 3D graphics system used the TMS320C30 to compute
object transformations.

The digital signal processor resides on the TMS320C30 Application Board (C30AB) de-
signed for the IBM PC/AT or compatible. The PC’s 80x86 acts as the host processor and communi-
cates to the C30AB through an 8-bit bus slot. Also resident on the bus is a Texas Instruments
TMS34010 Software Development Board (SDB)[5,6]. The SDB contains a TMS34010 Graphics
System Processor (GSP) [7], which manages the screen memory and drives the video display.
Overall, this system is meant to serve as an instructional model of how a graphics system can be
designed using an advanced digital signal processor.

The Potential for Graphics Pipelines

A mechanical engineer for an automobile manufacturer wants to design a robot arm for plant
automation. Before building a prototype machine, he wishes to compare the ways in which various
designs can pick up and assemble components. To do this,the engineer needs a CAD system capable
of creating, storing, and adjusting representations of 3D objects and then rendering the images on
a video display. The CAD system has four basic aspects:

1) A user interface for command entry.

2) A data management system to store objects and their screen representations.

3) One or more computational engines to perform high-speed calculations for applications

such as transformations, clipping, lighting/shading, and fractal graphics.



4) A rendering engine to control the video memory and to drive the video display.

These four tasks are common to many graphics systems, whether they be intended for CAD/
CAM, fractal graphics, heads-up displays in fighter aircraft, or Postscript printer control. If one or
more processors are assigned to each function, the resulting pipeline will achieve greatly improved
system throughput.

In a single-processor system, the CPU is directly responsible for all computations. It must
write to video memory, perform all necessary computations, interface to the user, and manage all
data storage and recovery. Although additions to the system, such as a video-memory controller
or a floating-point coprocessor, may speed up the system, the CPU remains overly burdened as the
only intelligent component of the system.

Independent Screen Management

A two-processor system can use a GSP to drive the CRT and to control the video memory.
To control the display, the GSP either must interface to an analog monitor through a color palette
or must directly drive a digital monitor. If the video memory is volatile, the processor needs a re-
fresh controller that runs in parallel with other processor actions. Special hardware can be devel-
oped for screen clears and polygon fills. For flexibility of data representation, the processor should
to be able to access pixels of varying bit-widths. At the instruction level, specialized operations
could be created to speed pixel processing. Libraries of subroutines for windowing, drawing, and
text management enable the rendering engine to execute higher-level commands. Overall, these
features allow the CPU to send more powerful directives to the GSP.

A Multiprocessor Pipeline

Adding more links in the graphics pipeline can further relieve the CPU of burdensome tasks.
Performance improvements result from each stage being optimized for a particular function. In ad-
dition, throughput increases with the number of stages. The pipeline may also contain multiple pro-
cessors running in parallel at a particular stage to further improve the latency of that stage. Figure
1 shows a full-scale implementation of a graphics pipeline for 3D graphics.



Figure 1. A Full Scale Graphics Pipeline
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In a large-scale graphics pipeline, the host processor runs the applications program. The user
may be trying to use a CAD program, model the formation of galaxies, animate 3D objects, etc.
The host runs these programs at the top level, provides the user interface, and communicates to all
1/0 devices, including mass storage systems. For numerically intensive applications it may be ap-
propriate to have a digital signal processor as this host. For example, modeling the formation of
galaxies requires numerical solutions to systems of differential equations. But even in such a case,
it would be reasonable to have a more general-purpose CPU act as a user front end to the digital
signal processor.

The purpose of the object manager is to communicate with the host by receiving data and
transferring it to other processors in the system. It manages the global representation of all screen
parameters and objects. A Reduced Instruction Set Computer (RISC) processor would be
well-suited as either the host or the object manager because of its high-performance general-pur-
pose architecture.

Because a DSP has a highly parallel architecture, a fast execution cycle time, an instruction
set optimized for numerical processing, and several development tools, it would perform well as
any of the computational stages in a graphics pipeline. For example, a DSP could act as a transform
manager that calculates the new universal coordinates of globally stored objects according to rota-



tion, translation, and scaling commands from the object manager. Also, the DSP could actasali ght-
ing manager that accepts parameters of environmental lighting settings from the object manager
and applies them to the transformed objects. For example, the user may set ambient intensities as
well as other sources of varying geometries, intensities, and colors. The lighting manager then ap-
plies these light sources to the surfaces of the objects, which may have varying degrees of specular
or diffuse reflection, to compute the necessary shading.

Although the perspective and clipping stage of the system is represented in Figure 1 by a
single processing unit, the task may be further partitioned to several DSPs working in series. The
perspective calculation takes viewing parameters from the object manager, such as direction of
view, location of viewer, and zoom, and produces a two-dimensional projection for the screen. Ob-
jectsthat are too high, too low, or too far rightor left can be clipped automatically because the result-
ing two-dimensional coordinates are off screen. However, clipping objects fully or partially ob-
scured by other objects may require additional stages. Also, objects behind the viewer and those
too far away for the user to recognize should be clipped appropriately.

Although digital signal processors are well-suited to be the computational stages of a graph-
ics pipeline, a processor optimized to be a rendering engine might serve better to drive the video
display and manage the video memory. Such a processor could also help with the clipping tasks
described above. A z-buffer could hold the transformed z-coordinate of each pixel that is projected
ontothe x-y plane of the screen to facilitate hidden surface removal. A device such the Texas Instru-
ments TMS34010 or the recently introduced TMS34020 could serve as the rendering engine in a
full scale system. Both these processors have 32-bit general-purpose architectures with instruction
sets and external memory interfaces optimized for graphics.

An Overview of This Implementation

The system shown in Figure 2 is not intended to be a marketable product. Rather, it is targeted
toward those who have the intention of designing products in the graphics market. Firms having
experience in graphics will be able to resolve the tougher issues of graphics system design without
presentation of the described system. The system shown in this reportillustrates an attractive option
for designing a fast, reliable, portable graphics system with quick turn-around time.

Figure 2. A Simple Three-Processor Graphics Pipeline
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One strength of this systém is its complete use of standard, commercially available parts. In
general, use of standard parts allows for faster design and manufacturing, as well as a more reliable,
easier-to-support product. Even the three hardware subsystems can be found on the market:

1) The IBM PC compatible host
2) The TMS320C30 Application Board object manager and transform engine subsystem
3) The TMS34010 Software Development Board rendering subsystem

Another strength of this system is the complete use of portable software. Use of portable soft-
ware often speeds design times because system software can be mostly debugged before the actual
target hardware is available. All software for this system was written in Kernigan and Ritchie C.
The command and rendering routine was first debugged on the PC and GSP with the intermediary
stage removed. Once debugged, the computationally intensive portion of the software was ported
to the DSP, which then assumed control of the GSP. The software on the TMS34010 SDB used
many of the graphics routines in the TMS34010 Graphics/Math Library. These routines have been
used in many other graphics systems using the TMS34010.

System Hardware

The IBM PC was chosen as the host because of its extensive support by Tl development tools.
In addition, a large amount of documentation is available concerning interfacing to the PCbus. The
system described in this report is designed to run best on an 80386-based IBM PC compatible with
an AT power supply and an 80387 floating-point coprocessor. However, either Intel 8086 or 80286
general-purpose microprocessors can also act as the host to the computational engine. The host
computer sends commands to

* Load and delete objects

* Target an object for adjustment
* Adjust a particular object

* Recalculate the perspective or
® Redraw the screen.

The 80X87 floating-point coprocessor is not absolutely necessary but greatly improves the
time to generate floating-point parameters for the next stage.

This graphics demonstration was the first application developed using the TMS320C30
Application Board (C30AB). Since that time, the C30AB has been included as a part of the
XDS1000 emulation system for the TMS320C30 Digital Signal Processor. The TMS320C30’s fea-
tures include

* 60-ns single-cycle execution time (more than 33 MFLOPS)
* 2K x 32-bit dual-access RAM

* 4K x 32-bit dual-access ROM

* 64 x 32-bit instruction cache

* Two 32-bit external memory expansion buses

* Single-cycle floating-point multiply/accumulate

* Two external 32-bit memory ports



® On-chip DMA controller

® Zero-overhead loops and single-cycle branches

® Two on-chip timers and two serial ports

* Floating-point/integer and logical 32/40-bit ALU

® 16M-word memory space

® Register-based CPU

* Development tools, including a simulator, assembler/linker, optimizing C compiler, C-
source debugger, and an in-circuit emulator/debugger

® On-chip scan-path emulation logic

* Low-power CMOS technology

The TMS320C30 executes commands from the 80X86 to transform objects, load objects into
or delete objects from the system, and compute the projection of 3D objects onthe 2D screen. When
givenadirective to draw the screen, it sends a command to the rendering engine to clear the current
screen. Then, the TMS320C30 transfers lists of lines, points, and polygons for the next stage toren-
der.

The TMS34010 Software Development Board (SDB) has been used in TMS34010 develop-
ment support since 1987. It is configurable for a variety of monitors. The board supports the
TMS34010 Graphics/Math Function Library [8] (a library of high-level routines callable from any
C program). This board was slightly modified to receive commands from the C30AB as well as
from the PC host. Program loaders, C compilers [9], assemblers, and C language standard I/O li-
brary support have been developed for this board, as well as for the C30AB. Both cards interface
to an IBM PC through an 8-bit slot on the AT bus. The TMS34010 GSP on the SDB is an advanced
high-performance CMOS 32-bit microprocessor optimized for graphics display systems. Its key
features include:

® 160-ns instruction cycle time

* Fully programmable 32-bit general-purpose processor with a 128M-byte address range

* Pixel processing, X-Y addressing, and window clip/pick built into the instruction set

® Programmable pixel size with 16 boolean and 6 arithmetic pixel processing options (Ras-

ter-Ops)

® 31 general purpose 32-bit registers

® 256-byte LRU on-chip instruction cache

¢ Direct interfacing to both conventional DRAM and multiport video RAM

* Dedicated 8/16-bit host processor interface and HOLD/HLD interface

¢ Programmable CRT control (HSYNC, VSYNC, BLANK)

* Full line of hardware and software development tools, including a C compiler

The TMS34010 GSP receives commands from the TMS320C30, alon g with arrays of points,
lines, and filled polygons to be drawn. It then uses library routines to render these images on the
video display.

P




System Limitations

The system described here is an instructional system builtina limited development time. As-
pects of the system could be optimized for speed and for memory usage. A high-speed 3D graphics
system has many features that were not implemented.

This design is non-optimal in several ways. The C routines could be hand-coded to execute
faster. A 32-bit host bus interface would allow word-at-a-time data transfers to the TMS320C30.
The GSP could be interfaced to faster video memory. At the time of this writing, the TMS34020
second-generation graphics system processor is available. The entire TMS320C30 program could
be configured to run from internal memory. Many of these optimizations were not realized because
of the limited time available for developing the system.

Many operations that an advanced digital signal processor could easily perform were not de-
signed into this system. These tasks include curved and textured surface generation, lighting, shad-
ing, and front and back clipping. For demonstrative purposes, only the endpoint transformation and
perspective calculations were implemented.

Similarly, the capabilities of the GSP are clearly underutilized in this pipeline. The GSP is
adept at managing multiple windows for display. It can also display text in various fonts. The pres-
ented system simply requires that the GSP manage a single graphics-only (no text) window.

Representation of Graphics Elements

Any graphics system must have a method of representing the image to be portrayed on the
screen. This method requires a system that is able to store and display primitive elements. These
elements could range in complexity from three coordinates describing a point to a set of parametric
equations representing an irregular three-dimensional surface. However, simply defining a set of
primitive drawing structures does not result in an adequate graphics data representation. The engi-
neer designing the robot does not think of the system as several sheet-metal polygons welded to-
gether. He more likely conceives of the arm as a clamp attached to a hand, which, in turn, is attached
to an arm, etc. A powerful graphics system must not only describe the primitives to be rendered
on the CRT, but also how the primitives are organized or related.

Frames of reference play the central role in the organization of graphics primitives. Any set
of graphics primitives rigid with respect to each other can be said to exist in the same, constant
frame. When the primitives move, they move as a single unit and remain in the same orientation
with respect to each other. In this system, any such setof primitives is called an object. The transfor-
mational state of any object is determined by three sets of three parameters each. These sets of the
object correspond to the

® Translation

® Scale

® Rotation

Translation of an object within its frame simply amounts to movingall locations in that frame

a specified distance along the x-, y-, and z-axes. Thus, each object must hold a set of translation
factors, denoted in this system’s software by dx, dy, and dz (See Listing 1 in the Appendix). Simi-



larly, sx, sy, and sz determine the scale of an object. These factors determine how many units of
the untransformed object’s coordinates are represented by one unit of the transformed object’s
coordinates. The three parameters shown in Appendix Listing 1 that represent all possible orienta-
tions of an object (theta, phi, and omega) are described in Table 1.

Table 1. Angles of Rotation

Angle AxisARotation is I?i.rection ot: Zero Value
round Positive Rotation
0 z Xtoy Positive x-axis
X ytoz Positive y-axis
) y ztox Positive z-axis

The Object Data Structure

Every object contains one or more sets of locations, which are referenced by the drawing
primitives within the object. The locnum field of the object structure (see Listing 1) represents the
number of locations available to be referenced by primitives within the object. This and other array
sizes are kept for end points in For/Next-type loops and to allocate the appropriate space for the
array contained within an object. Every location (see Appendix Listing 2) contains three float-
ing-point numbers representing a coordinate in 3D space: X, y, and z. Their integer x-y locations
on screen are also saved: a, b. To reference a location, a primitive needs only to know the index
in the locs array. This allows many primitives to reference the same location.

Three different primitives were implemented to be rendered on the screen:

* Points
¢ Line segments
¢ Filled polygons

Points are rendered as single pixels on the screen. The point structure shown in Listing 3 of
the Appendix contains the color to draw the point and the index to the location (locn) that is refer-
enced by that point. The line structure in Listing 4 of the Appendix contains a color and two indices
(startlocn and endlocn) to two end-points of the segment. F inally, the filled polygon shown in List-
ing 5 of the Appendix contains, in addition to the color, the number of vertices (vertnum) for the
polygon, and a pointer (*vertlocn) to an array of vertex location indices listed in the order in which
they are connected). The last location in the vertex array is connected back to the first, closing the

polygon.

Hierarchy

The final array contained within an object (the parent object) is a list of pointers to child ob-
Jects defined with respect to the transformed frame of the parent. The number of potential internal
objects, MAXOB, sets the static size of the array of pointers to child objects. (In this implementa-
tion, MAXOB = 10.) In addition, the parameter obnum keeps track of how many of these potential
child objects are utilized. The final bookkeeping parameter is subnum. If subnum equals n, then
the object was the nth object pointed to in its parent object’s child-object array.



Figure 3. Hierarchical Representation of the Solar System
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The solar system (Figure 3) represents a classical example of a hierarchical structure. The
sun slowly revolves around the galaxy. Wherever the sun travels, the planets follow in the same
frame. In turn, each planet may have satellites that revolve around them. The planet is defined with
a certain offset (radius of orbit) from the sun, and the satellite is defined similarly with an offset
from the planet. To describe the movement of the earthovera period of time, you need only to adjust
for its revolution around the sun and the revolution of the moon around the earth. You do not need
to describe the rotation of the moon around the sun because when a planet is moved, its satellites
automatically move with it.

Transformation parameters are referenced to the frame of the object’s parent. Thus, to fully
describe a planet orbiting the sun, one must define an empty frame revolving about the sun at some
offset, and then define a planet within that frame rotating about some axis. The levels of abstraction
within this hierarchy give this data representation its power.

The flexibility of the object structure permits the system to model the viewer. The viewer
is considered to be at the absolute origin of the system. At system initialization, the first object
loaded is the universal object *universe. An appropriate choice for such an object would be a set
of axes. The view is then adjusted by modifications to the parameters of the *universe:

dx, dy, dz - Object translation (viewing position)
SX, SY, SZ - Object scale (zoom)

theta, phi, omega - Object orientation (pan)



These three sets of parameters respectively represent the position of the origin of the universe
with respect to the viewer (viewing position), how much the view is magnified to the user (zoom),
and where the origin is with respect to the user (pan).

Transformations

Transformations of locations in 3D space can be reduced to four-dimensional matrix arith-
metic[10]. A location in space can be represented by a four-dimensional row vector (x yz ). When
this vector left-multiplies any 4-by-4 transformation matrix, the resulting row vector represents the
transformed point. Tables.2, 3, and 4 illustrate the 4-by-4 transformation matrices for rotation
around each axis.

Table 2. Z-Axis Rotation Matrix

cos sine 0 0
-sin cos 0 0
0 0 1 0
0 0 0 1
Table 3. Y-Axis Rotation Matrix
cos 0 -sin 0
0 1 0 0
sin 0 cos 0
0 0 0 1
Table 4. X-Axis Rotation Matrix
1 0 0 0
0 cos sin 0
0 -sin cos 0
0 0 0 1

It can be shown that these matrices can be used to account for a rotation about any arbitrary
axis passing through the origin. The transformation matrix shown in Table 5 corresponds to scaling
a location by (sx, sy, and sz) and then moving it by (dx, dy, and dz).



Table 5. Translation and Scaling Matrix

sX : 0 0 0
0 sy 0 0
0 0 sz 0
dx ., dy dz 1

The arbitrary transformation of a frame can be defined by a matrix resulting from a multipli-
cation of a subset of the above transformation matrices. However, this multiplication is in general,
not commutative. That is, rotating around the x-axis and then translating is not the same as translat-
ing and then rotating about the x-axis. By sending values for the nine parameters, the host can re-
quest the adjustment of an object. However, this system defines these operation as always taking
place in the order below:

1) Scale object by (sx, sy, and sz)

2) Translate object by (dx, dy, and dz)

3) Rotate object around z-axis by theta.

4) Rotate object around x-axis by omega.

5) Rotate object around y-axis by phi.

When the matrices shown in Tables 2 through 5 are multiplied, the resulting matrix always
contains (0 0 0 1)T as its final column. Thus, to denote an arbitrary transformation, you need only
remember the first three columns of the composite matrix. If you were to apply the transformations
in the order stated previously, the resulting equations in Table 6 would determine the element of
the transformation matrix R.



Table 6. Transformation Equations

r12 = sysin@ 2.2)
r13 = $,SinQ 2.3)
ri4 = cos2 (dycosf -dysin® )+d,sinQ 2.4)
131 = Sx(sinB cos$ +cosO sinQ sing ) 2.5)
122 = sy(cos® cos -sin@ sinQ sing ) (2.6)
173 = -5,C0sQ2 sind 2.7
ry4 = sing (sinQ (dycosd -dysin® )-d,cosQ )+cos¢ (dysin® +dycosd ) (2.8)
131 = Sx(sin0 sin¢ -cosO sinQ cos¢ ) (2.9)
r32 = sy(cosB cos¢ +sinf sinQ2 cos¢ ) (2.10)
133 = 5,C0882 cos¢ (2.11)
134 = c0s¢ (sinQ (-dycos® +dysinb +d,cosQ )+sing (dysin® +dycos6 ) (2.12)

Note that there also exists a matrix p[3][4] (see Listing 1 in the Appendix) that represents
the product of all the ancestral transform matrices of an object and that object’s R matrix. This ma-
trix represents the object’s transformation from the absolute origin of the system.

The Host Processor’s Access to Objects

The 80X86 host can exert its control over objects in the following ways:

1)

2)

3)
4)
)

6)

Target Objects - The host can set the target object for adjustment, deletion, or insertion
of a child object by either targeting the parent object or a particular child object of the
currently targeted object.

Load and Delete Objects - The host has the ability to add objects to the system with initial
transform parameters. In addition, it can remove objects from the system (including all
objects within the deleted objects). When the targeted object is deleted, the new target
object defaults to being the object’s parent.

Adjust Objects - By specifying the nine transform parameters, the host can adjust an ob-
ject in its parent’s frame.

Change Perspective - To change the viewing perspective, the host must request that the
*universe be adjusted.

Update Screen Representation - The host can request that the targeted object and its child
objects have their location array’s screen representations updated.

Redraw View - Once all adjustments and updates of screen coordinates are re-specified,
the host can request that the view be updated.

Overall, the object structure serves well as a data representation for 3D graphics. A single
set of locations is available to be referenced by the points, line segments, and filled polygons to be
rendered on the screen. Each object contains parameters and matrices that specify the transformed
state of the object. Thus, at any time these matrices could be applied to the original co-ordinates



loaded into the system to calculate the transformed location of the point. Therefore, as the transfor-
mation and the projection on to two-dimensional co-ordinates are done in one step, the original 3D
coordinates can be retained and only the final modified two-dimensional screen representation
need be updated. The point of view can simply be modified by adjusting the *universeasone would
adjust any other object. Overall, the hierarchical object structure provides a powerful and flexible
way to manage graphical data.

DSP Command Execution

The digital signal processor assumes the role of the object manager and keeps track of the
representations. Before examining the precise manner in which the TMS320C30 processes the
commands from the host, one needs to understand the underlying hardware of this subsystem. A
description of the TMS320C30 Application Board can be found in the application report
TMS320C30 Application Board Functional Description, located in this book. The report describes
the avenues of communication between the C30AB and the PC over the PC’s bus. An examination
of how the TMS320C30 receives and processes data and commands from the 80X86/7 follows.

Initialization

As its first initialization task, the PC maps the dual-port SRAM of the C30AB into its address
space by writing the 8 MSBs of address to the mapping register. It then brings the C30AB out of
reset by writing a 1 to the SWRESET in the C30AB’s control register. The PC then loads the
TMS320C30 application program into the dual-port SRAM. Loader support software on the
C30AB EEPROM moves the code to the proper location in the TMS320C30’s address space. Final-
ly, the PC switches the TMS320C30’s memory map into run mode to start program execution. The
first part of the main routine initializes the system (see Listing 8 in the Appendix).

For the system software to run properly, the DSP software must initialize several different

items.

1) Itenables the on-chip instruction cache.

2) Itsets the external flag bit on the C30AB target connector to transfer control of the ren-
dering system from the PC to the C30AB (This assumes that the PCloaded the rendering
software before it started up the C30AB).

3) It configures both the primary and the expansion bus with zero software wait-states.
Thus, all wait states are generated by the address-decoding PALs on the C30AB.

In addition, the linker configures

1) Primary bus SRAM as program storage

2) Expansion bus SRAM as heap memory allocation

3) Zeroth page of internal RAM as space for system constants

4) First page of internal RAM as the system stack. This configuration maximizes the poten-
tial for parallel data and instruction accesses



The initialization procedure then appropriates several local variables for system use, includ-
ing
1) Two registered looping variables, i and j
2) The constant 2 PI
3) Registered pointers to the communication registers of the rendering subsystem,
*hstdata and *hstcntl

The TMS320C30 initially sets the contents of these GSP registers to indicate that the compu-
tational stage does not have any requests of the rendering stage.

The TMS320C30system software contains the global variables shown in Listing 7 of the Ap-
pendix. The dual-port SRAM pointer dual_port is initialized to point to the lowest location on the
I/O expansion bus. This pointer points to an integer array that contains all data and command from
the PC. Another pointer to the currently targeted object (*to) is set to reference the universe. The
*universe is set as its own parent with an obnum of 0, indicating no internal objects are loaded.

During the final part of initialization, the C30AB software waits for the PC to load the static
*universe object. To understand how the PC loads objects into the system, you must comprehend
the general communications protocol between the TMS320C30 and the 80X86.

Host to DSP Communication

A two-way polling scheme arbitrates access of the dual-port SRAM. The software allocates
the first two words of the SRAM as COMMAND and ACKNOWLEDGE signals, respectively
(see Listing 6 in the Appendix). Remember that the TMS320C30 must mask off the 24 MSBs of
dual-port data to receive the proper 8-bit value. The processors poll and write to these two words
in order to send requests and acknowledgments. During initialization, the TMS320C30 clears both
the COMMAND and ACKNOWLEDGE locations of the dual-port SRAM. The PC graphics
application software must run after this point to ensure that this phase of the initialization does not
clear a command from the PC. Once the system software starts executing on both the PC and the
TMS320C30, the following sequence enables the PC to send a command to the C30AB:

1) The PC waits for the dual-port SRAM to become free by polling the ACKNOWL-
EDGE word for a zero. ’

2) The PC loads all command parameters into the dual-port SRAM.

3) The PC then loads the appropriate command byte into COMMAND.

4) Once the TMS320C30 returns to its command detection loop, it acknowledges a re-
ceived command by writing the same byte into the ACKNOWLEDGE word.

S) The PCsees that the TMS320C30 has acknowledged the command and writes 00h into
COMMAND to withdraw its command. The PC thereby relinquishes control of the
dual-port SRAM.

6) The TMS320C30 reads all necessary parameters into its main memory.

7) The TMS320C30, by writing a zero to the ACKNOWLEDGE word, indicates that the
PC can request another command. This returns the sequence to step (1).

The TMS320C30 treats all of its data types as 32-bit values, but it can read only one byte of
valid data from the dual-port SRAM. Thus, the TMS320C30 must mask and concatenate the bytes
that the PC maps into contiguous locations to form multibyte words. In addition, since Intel and



the TMS320C30 have different standards, floating-point values from the PC must be converted be-
fore the TMS320C30 can use them.

The TMS320C30 can receive either unsigned 8-bit chars or unsigned 16-bit short integers
from the PC. The macros shown in Listing 6 of the Appendix are used to access these data types
from the dual-port SRAM. The DPLONG macro takes a certain location in the dual-port, finds the
short integer located there, and concatenates it into a 32-bit value for the TMS320C30. The word
LONG in the macro indicates all integers whether chars, shorts, or longs are represented as 32-bit
values by the TMS320C30.

Table 7. Comparison of Intel and TMS320C30 32-Bit Floating-Point Formats

Exponent Exponent Sign Mantissa Mantissa
Standard | go1q Bits Format Bit Field Format
TMS320C30 31-24 Two’s Complement 23 22-0 Two’s Complement
Intel 30-23 Offset Binary 31 22-0 Magnitude

Table 7 illustrates the differences between the TMS320C30 and the Intel single-precision
floating-point formats. For every floating-point value that the TMS320C30 receives, it must ex-
tract the appropriate fields, convert the fields to the appropriate numerical representation, and then
reassemble the fields in TMS320C30 floating-point format. The dpfloat routine shown in Listing
9 of the Appendix uses the union structure fllong shown in Listing 6 of the Appendix to allow ma-
nipulations normally available only for integers on the floating-point value. The program first con-
catenates the four-byte value in the dual-port SRAM into a single 32-bit integer and then converts
this word to TMS320C30 format.

Computational Subsystem Software

Using the communication techniques described in the last section, the TMS320C30 pro-
cesses the graphics command from the PC. After performing C30AB initialization, the program
main enters a command detection/execution loop. For each valid value of the COMMAND byte,
a C case statement executes the appropriate code. Since these routines are, in general, too long to
be discussed in exhaustive detail, the rest of this section merely summarizes how they work.

When the PC wants to load an object, it first loads the initial nine floating-point transforma-
tion parameters into the dual-port SRAM. It then loads the number of

1) Locations

2) Drawn points

3) Lines

4) Filled polygons

These values are limited to 16 bits, thereby allowing for only 65,535 primitives of each type.
The size of the dual-port SRAM further limits the array sizes in this implementation. Then the PC
loads three floating-point parameters, (x,y, and z), for each location. The size of the dual port limits
the number of locations to 377. Once these parameters are loaded into the memory, the host places
the command byte for an object load into COMMAND. Upon reception of these parameters, the
TMS320C30 allocates space for the object as a child of the current target object and also allocates



space for the location, point, and line arrays. Because the size of each polygon varies, space is allo-
cated as each polygon is read.

After allocating global space for the new object and loading the locations, the TMS320C30
requests more data from the PC. It first requests the points, then the lines, then each polygon. The
dual-port SRAM limits the primitive arrays to 2047 points and 1364 lines. In addition, each poly-
gon is limited to 4092 vertices. The TMS320C30 makes a data request by replacing the current
COMMAND byte that it wrote in ACKNOWLEDGE with 127, the flag for the PC to load more
data. Although the roles of ACKNOWLEDGE and COMMAND are reversed in this case, the
TMS320C30 requests data in much the same way the PC requests commands. Once the
TMS320C30 completes loading the object, it selects the object as the new target object. Finally,
using the equations in Table 6, the TMS320C30 calculates the initial value of the object’s transfor-
mation matrix.

The targetobjectis the object in the hierarchy selected for adjustment, deletion, or calculation
of screen coordinates. The PCcan either target an object’s parent or one of the object’s child objects.
The command to target a child requires the PC to specify either the child object’s sibling number
or subnum. Thus, when selecting objects for adjustment, the PC must remember where it loaded
objects into the hierarchy.

To adjust the transformation parameters of a given object, the PC simply loads the new pa-
rameters into the dual-port SRAM. The TMS320C30 adds the values of the new angles of rotation
and translation factors to the previous ones. In addition, the TMS320C30 multiplies the old scaling
factors by the new ones. Then, the TMS320C30 calculates the transformation matrix of the object
by using the equations in Table 6. It does not recalculate screen locations, however, until this is spe-
cifically requested by the PC. The TMS320C30 can thus avoid calculating screen coordinates until
all adjustments have been made.

Once the PC requests all the changes for a frame on the display, it requests recalculation of
screen coordinates at each node it changed. The PC can request recalculation for a particular object
and thus update its internal objects as well. This allows the TMS320C30 to avoid recalculating
screen coordinates of unchanged locations. For maximum efficiency, the PC must request recalcu-
lation in the highest node that it adjusted along any particular path. Thus, in the planetary example
given earlier, if, in a period of time, only Pluto and its moon Charon were moved (the other bodies
miraculously standing still), only Pluto would need to be targeted for recalculation.

To calculate transformations, the TMS320C30 multiplies the object’s transformation matrix
by its parent s parent transformation matrix to obtain its own parent transformation matrix, p[3]1[4].
The TMS320C30 right-multiplies all locations within that object by this matrix to achieve the
transformation from the absolute origin of the system. The computational engine calculates per-
spective by dividing the transformed x- and y-coordinate by the transformed z-coordinate so that
locations farther away appear closer together. The plane z=0is defined to be the plane of the screen.
This also has the feature that objects behind the viewer appear upside-down in front of the viewer
because the objects’ z-coordinates are negative. Thus, the program running on the PC must main-
tain all objects in front of the viewer. Then, the TMS320C30 recursively executes this procedure
for each object within the targeted object.

Unlike the recalculation of screen coordinates, the redrawing of objects is done for all objects
within the system. Thus, the draw_object routine is called with the *universe as the argument. The



precise manner in which the TMS320C30 uses this program to redraw the screen is described in
the TMS320C30 Drawing Routine Section found later in this report.

Summary of DSP Command Execution

The dual-port SRAM on the C30AB provides all means of communication between the PC
and the TMS320C30. A two-way polling scheme arbitrates the TMS320C30’s and the PC’s access
to this SRAM. Using this protocol, the PC can request object loading, deletion, or adjustment, but
can request only modification of the object currently targeted for these changes. Also, at the host’s
request, the computational engine may recalculate the screen representation of all locations within
the targeted object. Once all updates for a particular view are made, the PC may request aredrawing
of the display. The description of the rendering subsystem, presented next, facilitates abetter under-
standing of how the TMS320C30 requests rendering commands of the GSP.

The Rendering Subsystem

A modified version of the TMS34010 Software Development Board serves as the rendering
stage of this graphics pipeline. A complete overview of this PC-based card can be found in the
TMS34010 Software Development Board User’s Guide [2]. Because only minor modifications
were made to the commercially available SDB, the hardware aspects of the rendering subsystem
are discussed in less detail than the computational stage. The same holds true for many software
routines taken from the TMS34010 Math/Graphics Function Library.[8] After presenting over-
views of the TMS34010 and the SDB, this section focuses on the C30AB/SDB interface and the
communications protocol used for command and data transfer between the TMS320C30 and the
GSP.

The TMS34010 Graphics System Processor

The TMS34010 combines the best features of general-purpose processors and graphics con-
trollers in one powerful and flexible Graphics System Processor. Key features of the TMS34010
are its speed, high degree of programmability, and efficient manipulation of hardware-supported
data types, such as pixels and two-dimensional pixel arrays.

The TMS34010’s unique memory interface reduces the time needed to perform tasks such
as bitalignment and masking. The 32-bit architecture supplies the large blocks of continuously-ad-
dressable memory that are necessary in graphics applications. TMS34010 system designs can take
advantage of video RAM technology to facilitate applications such as high-bandwidth frame buff-
ers; this circumvents the bottleneck often encountered when using conventional DRAMs are used
in graphics systems.

The TMS34010’s instruction set includes a full complement of general-purpose instructions,
as well as graphics functions from which you can construct efficient high-level functions. The in-
structions support arithmetic and Boolean operations, data moves, conditional jumps, plus subrou-
tine calls and returns.



The TMS34010 architecture supports a variety of pixel sizes, frame buffer sizes, and screen
sizes. On-chip functions have been carefully selected so that no functions tie the TMS34010 to a
particular display resolution. This enhances the portability of graphics software and allows the
TMS34010 to adapt to graphics standards such as MIT’s X, CGI/CGM, GKS, NAPLPS, PHIGS,
and other evolving industry and display management standards.

TMS34010 Software Development Board

Figure 4 shows the block diagram of the modified TMS34010 SDB. The graphics SDB is a
single card designed around the IBM PC/XT Expansion Bus and serves as a software development
tool for programmers writing application software for the TMS34010 Graphics System Processor.
The development of a high-performance bit-mapped graphics display in this application report
demonstrates the simplicity of hardware design using the TMS34010 SDB.



Figure 4. Modified TMS34010 Software Development Board Block Diagram
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This board comes with interactive debug software. Its features include software breakpoints,
software single-step and run with count. At the same time, current machine status is displayed on
the top half of the host monitor.

The SDB contains 512K bytes of program RAM for the TMS34010 to execute drawing func-
tions, application programs, and displays. Both the program RAM and the frame buffer are accessi-
ble to the host through the TMS34010’s memory-mapped host port.



The frame buffer consists of eight SIP memory modules organized into four color planes.
This allows 16 colors per frame from the digital monitor. The TMS34070 color palette incorporates
a 12-bit color lookup table to give you a choice of 16 colors in a frame from a 4096-color palette.
Furthermore, the palette incorporates a variety of unique line load features to allow the color lookup
table to be reloaded on every line; this means that 16 of 4096 colors can be displayed per line.

The TMS34010 Host Interface

The GSP has two 16-bit buses: one interfaces with the video and program memory, and a sec-
ond interfaces to a host processor. The host can access the GSP by writing and reading four internal
memory-mapped GSP 16-bit registers:

* HSTADRL and HSTADRH together form a 32-bit pointer to a location in the GSP’s ad-

dress space.

* HSTCNTL contains several programmable fields that control host interface functions.

* HSTDATA buffers data that is transferred through the host interface between the GSP’s

local memory and the host processor.

Several signals are available for communications between the host and the GSP.

¢ HD1S through HDO are the actual data lines.

* HCS is the interface select signal strobe from the host.

* HSF1 and HSFO select which host register is being addressed.

* HREAD and HWRITE are, respectively, the read and write strobes from the host.

Table 8 shows how the above signals address the four host registers.

* HLDS and HUDS signals, respectively, select the low byte or the high byte of the host
interface registers.

* HRDY informs the host when the GSP is ready to complete a transaction.

* HINT is the interrupt signal from the host to the GSP.



Table 8. TMS34010 Signals Controlling Host Port Interface

Host Interface Control Signals
Hes | Phere HREAD HWRITE Operation

1 XX X X No Operation

0 00 0 1 HSTADRL read
0 00 1 0 HSTADRL write
0 01 0 1 HSTADRH read
0 01 1 0 HSTADRH write
0 10 0 1 HSTDATA read
0 10 1 0 HSTDATA write
0 11 0 1 HSTCNTL read
0 11 1 0 HSTCNTL write

The fields in HSTCNTL control host interrupt processing, auto-incrementing of the host ad-
dress register, and protocol in byte-at-a-time accesses to the 16-bit host port (whether the lower or
the higher byte comes first). HSTCNTL also contains the status of interrupts from the host to the
GSP and from the GSP to the host and a three-bit message word in either direction. These control
bits are shown in Table 9.

Table 9. TMS34010 Host Control Register Fields

" Field Name Purpose Write Access
0-2 MSGIN Input Message Buffer Host Only
3 INTIN Input Interrupt Bit Host Only
4-6 MSGOUT Output Message Buffer GSP Only
8 INTOUT Output Interrupt Bit GSP Only
8 NMI Nonmaskable Interrupt Host Only
9 NMIN Nonmaskable Interrupt GSP and Host
10 Unused Unused Neither
11 INCW Increment Pointer Address on Write GSP and Host
12 INCR Increment Pointer address on Read GSP and Host
13 LBL Lower Byte Last GSP and Host
14 CF Cache Flush GSP and Host
15 HLT Halt TMS34010 Processing GSP and Host

TMS320C30 Application Board Interface

In its unmodified form, the SDB communicates to the PC host through a single transceiver.
A PAL decodes the PC address into the appropriate register selection signals. The registers are
mapped redundantly into blocks of PC memory address space, as shown in Table 10. The board was
modified by the addition of a connector to a cable from the C30AB’s target connector. The

TMS320C30 sends to the modified SDB the following:
* The TMS320C30s expansion bus address

The TMS320C30s data signals
I/O address space access strobe
Expansion bus read and write strobes




These signals map the GSP’s host interface registers in the TMS320C30’s address space (also
shown in Table 10). The TMS320C30 mapping is actually replicated in four-word blocks until loca-
tion 8057FFh.

Table 10. Mapping of TMS34010 Host Control Registers

Register PC Mapping TMS320C30 Mapping
HSTDATAO C7000h - C7CFFh 805002h
HSTCNTL C7D00h - C7DFFh 805003h
HSTADRL C7EO00h - C7EFFh 805000h
HSTADRH C7F00h - C7FFFh . 805001h

The modified SDB board must be able to select either the PC or the C30AB as its host. The
C30AB target connector makes the two external flag bits XF0 and XF1 available to the SDB. The
TMS320C30 can configure these flags as either input or output pins. Upon leaving reset, these pins
default to inputs and remain in the high-impedance state. XF0 is pulled low on the SDB to appear
off when the TMS320C30 s in reset. After the PC loads the rendering software into the GSP, it acti-
vates the C30AB and loads the TMS320C30’s software. As discussed earlier, the TMS320C30,
during initialization, configures XF0 as an output and loads it with a one. The address-decoding
PALs on the SDB use this signal to select the C30AB as the SDB’s host. When the TMS320C30
controls the SDB, it communicates through a full 16-bit interface to the GSP. Thus, before the inte-
ger screen coordinates are sent in two’s-complement form to the GSP, they must be clipped to a
range of -32,768 to 32,767. Fortunately, this range is still two orders of magnitude greater than the
resolution of most monitors.

In general, the above interface is fairly straightforward. The only complication is that the de-
signers of the GSP expected a relatively slow microcoded general-purpose processor as a host. This
allows the GSP to actually assert its HRDY line 80 ns before it is actually ready to process a transac-
tion. When interfacing to the TMS320C30, PALs become necessary as state machines to create the
appropriate number of wait-states on host reads and writes and thus ensure proper interprocessor
communication.

DSP to GSP Communication

The TMS320C30 loads all commands and data into a command buffer contained within a
space not usually mapped by the SDB’s C compiler configuration. This portion of GSP address
space, the Shadow RAM, is normally reserved for optional PROMs. However, by writing a 1 to
an RS latch in the GSP’s memory space, this area becomes occupied by the topmost portion of pro-
gram/data DRAM. Before the TMS320C30 starts writing to HSTDATA to access this memory,
it configures the host address to autoincrement. Once the GSP finishes processing data in the shad-
ow RAM,, it resets the value of the address registers to point to the beginning of the shadow RAM
in order to allow the TMS320C30 to properly load its next command and data.

The communication protocol between the TMS320C30 and the GSP closely resembles the
protocol between the PC and the TMS320C30. The MSGIN and MSGOUT fields, respectively,
replace the COMMAND and ACKNOWLEDGE words. However, rather than these fields con-



taining a particular value for a command, the value of 3 (binary 011) in either of these fields indi-
cates that a command or an acknowledge exists. Upon reception of a command request, the GSP
refers to the first location of the shadow RAM for a command word from the TMS320C30. Thus,
the overall command scheme proceeds as follows:
1) The TMS320C30 waits until it sees that the MSGOUT field contains a 0.
2) The TMS320C30 stores all command and data into the shadow RAM.
3) The TMS320C30 writes a 3 to the MSGIN field and waits for acknowledgment.
4) The GSP acknowledges the reception of a command by writing a 3 to the MSGOUT
field. '
5) The TMS320C30 withdraws its request by writing a 0 to MSGIN.
6) The GSP reads the first word of the shadow RAM for the command and jumps to the
appropriate case to process it.
7) Once the GSP is finished with all data in the shadow RAM, it resets the values of the
host address registers and then writes a 0 to the MSGOUT bit, indicating that the
TMS320C30 is free to request another command.

The TMS320C30 Drawing Routine

When the TMS320C30 receives a redraw-screen request from the PC, it sends a command
to the GSP to clear the screen after the monitor has drawn the bottom line; this ensures that the last
view was drawn in its entirety. The TMS320C30 then calls its draw_object routine with *universe
as an argument. For each array of primitives within the object, the TMS320C30 sends the size of
the array and the array of screen representations of the primitives themselves to the TMS34010.
Thus, the TMS320C30 can request the GSP to draw arrays of points, lines, or filled polygons. Once
all arrays are drawn, draw_object recursively executes for all child objects within the universe.
In this manner, all objects defined within the system are drawn.

GSP System Initialization

Several initialization routines are provided in the TMS34010 Math/Graphics Function Li-
brary User’s Guide [8]. The GSP executes these programs to properly configure the system before
it begins its command detection loop:

* The call to init_video configures the graphics buffer for an NEC Multisync Monitor dis-

playing 640 x 480 resolution.

* The init_graphics function initializes the graphics environment by setting up the data

structures for the graphics functions and assigning default values to system parameters.

* The init_screen command initializes the screen. The entire frame buffer is cleared, and

a color lookup table is loaded with the default color palette.

* The init_vuport function initializes the viewport data structures and opens viewport 0,

the system, or root window.

* The set_origin command sets the origin of the system to the center of the screen.

Drawing Routines

Several drawing routines are also provided in the TMS34010 Math/Graphics Function Li-
brary User'’s Guide [8]:



* Foreach primitive in an array sent from the TMS320C30, the GSP sets the proper drawing
color with the set_color command.

* The TMS320C30 commands the GSP to execute to the clear_screen before it starts to re-
quest drawing of primitives for the next view.

® The TMS320C30 requests a wait_scan execution from the GSP to ensure that the GSP
has fully displayed the last view before drawing the current view.

® The GSP uses the draw_point(x,y) function to render a point on the display.

* Similarly, ituses the draw_line(x1,y1,x2,y2) command to draw a line. The arguments are
the screen coordinates of the two end-points of the segment.

* Thefill_polygon(n, linelist, ptlist) function takes as arguments of the number of vertices,
an array of the line segments forming the sides of the polygon, and a list of screen coordi-
nates referenced by the linelist.

Summary

The TMS34010 Software Development board provides a good rendering module for this
graphicssystem. The support hardware has been debugged and used in industry since 1987 and thus
makes a reliable rendering subsystem. The target connector to the C30AB provides access to the
TMS320C30 as an alternate host. Three PALs and two transceivers allow the TMS320C30 to as-
sume control of the GSP, once both have started running their software. The draw_object program
on the TMS320C30 can command the GSP to draw graphics primitives. Functions in the
TMS34010Math/Graphics Function Library User ’s Guide [8] allow the GSP to initialize the moni-
tor interface, clear the screen, ensure that an entire screen has been drawn, and draw the graphics
primitives. Overall, the TMS34010 development tools provide an easy means to develop a render-
ing subsystem for this graphics pipeline.

Possible Improvements

Several changes may be incorporated into the system to improve performance. Some simple
enhancements involve modifications of the computational subsystem’s software to allow faster and
more transparent command execution. Restructuring the method in which the data and command
pass through the pipeline, a more complex modification, can greatly increase throughput. Addi-
tional features such as more complex primitives, lighting, windowing, and text display would re-
quire major software modifications to the system. However, any such modifications would not
need to change the communication protocols or the command detection loops significantly. Finally,
although the TMS320C30 represents the state-of-the-art in digital signal processing, the host pro-
cessor and the rendering engine may be improved.

Computational Subsystem Software

The drawing routine currently sends the primitive arrays of an object one at a time to the GSP.
Instead, it should send all primitive arrays for all objects to be redrawn in a single pass. The GSP
should then process the contents of this stack of commands and data.

Currently, as soon as the PC finishes requesting objects adjustments, it must request recalcu-
lations of the screen coordinates of location arrays. The screen_object routine must operate on all



objects that have been adjusted directly or indirectly by having their ancestors adjusted. Instead,
this routine should be called once with the *universe as the argument. The object structure should
contain a flag that is set when an object is adjusted and reset when it is drawn. Thus, the new
screen_object procedure would recursively search down the hierarchy of objects until it encoun-
ters an object that has been adjusted and then should recalculate all the screen coordinates for it and
those of its internal objects. Upon completion, it should search the rest of the hierarchy for adjusted
objects. Thus, the host would have to request only adjustment, targeting, and draw commands.
Screen representations would be automatically recalculated whenever a draw command is ex-
ecuted.

Rendering Subsystem Software

Rendering subsystem drawing routines could be improved by designing functions coded to
handle the primitive arrays rather than individual programming elements. These functions may be
able to fit in the GSP’s instruction cache and improve execution time.

Improved Data Flow

One problem consistent at all stages of the system is the method of buffering. A single buffer
usually contains all data and commands to be transferred from one stage to the next. Thus, during
command execution one processor may wait for the other to relinquish control of the command
buffer.

The first of two methods to improve the dual-port SRAM connecting the PC and the DSP
is to divide the SRAM into two buffers. The PC writes the current command to one buffer, while
the TMS320C30 processes commands and data stored in the other. This prevents contention for
the dual-port SRAM. The particular buffer which each processor controls is swapped on each com-
mand request. Second, adding three more 4K x 8 dual-port SRAMS in parallel would allow the PC
to communicate to the TMS320C30 with full 32-bit wide words. Thus, the masking and concatena-
tion necessary to receive larger data types would become unnecessary. On the original design the
potential addition of these RAMs consumed a prohibitive amount of board space. Full word size
is possible only if space constraints are eased.

The splitting of the command buffer between the TMS320C30 and the GSP allows the GSP
to draw the current screen while the TMS320C30 sends the primitive arrays for the next. Similarly,
two display buffers allow one buffer to be displayed on the monitor while the GSP draws the next
view to the other.

Computational Features

The DSP is suited to perform many other types of computational features. Because these
functions are more complex, they were not implemented in the limited design time available. This
system truncates objects that are too high, too low, too far right, or too far left by using the GSP’s
drawing routines that automatically clip coordinates outside the screen boundaries. However, the
system cannot determine whether one object is in front of another and draw the objects appropriate-
ly. Functions to do this hidden-surface removal require complex algorithms to determine whether



one 3D surface obscures another. Simpler routines could be made to clip objects that are too far
away to see or objects that are behind the viewer.

A lighting feature would allow appropriate factors of light intensity and reflection to deter-
mine the shading of surfaces. Lighting may be ambient (equal everywhere) or come from several
possible source geometries. Reflections could either be diffuse and scatter light equally in all direc-
tions, or be specular like those off any shiny surface. With these parameters, the TMS320C30 can
compute the appropriate shading of a given pixel. In this scenario, the GSP is reduced to drawing
single points with a given color. Thus, any lighting function would slow rendering time.

More complex primitives can be produced by using the TMS320C30 to generate arrays of
pixels representing solutions to equations. The PC could dispatch a command to draw a primitive
based on a particular type of equation (such as the parametric equations representing a sphere) and
then load the appropriate parameters for that equation. The DSP would generate the appropriate set
of pixels for that object and send it to the GSP as arrays of points.

Rendering Features

The TMS34010 Math/Graphics Function Library [8] permits the user to create and select
various windows for display. Once a window is selected the DSP can run the existing system soft-
ware within that window. Thus, the host would also need to be able to direct the DSP to tell the GSP
how to manipulate its windows. The Library also enables the GSP to print text on the screen. This
feature also would not be very difficult to implement.

A More Advanced Host

A more advanced host could be a high-speed RISC processor such as SPARC. This unit could
communicate with the DSP at faster rates, so command transfers would consume less time. In addi-
tion, SPARC is a 32-bit machine, which could allow word transfers between host and DSP in a
single instruction.

A More Advanced Rendering Engine

The TMS34010°s performance as a rendering engine could be improved. If the GSP could
be ready to complete a transaction when the HRDY line is asserted and not some period of time
later, the C30AB to SDB interface would be more straightforward and not require as many wait
states. This problem is corrected in the second-generation GSP TMS34020, which was not avail-
able at the time of the design of this system. In addition, the TMS34020 also allows the host to trans-
parently access the GSP’s bus while the GSP continues processor functions.

Conclusion

Despite its shortcomings, this system still demonstrates the dataflow in a graphics pipeline
using a digital signal processor as a computational element. One main benefit of the digital signal



processor is the availability of development tools such as C compilers, assembler/linkers, software
development boards, and in-circuit emulators that accelerate design time. The TMS320C30 also
provides speeds comparable to many bit-slice processors that require programmers to develop ex-
tensive microcode routines. The hardware multiplier, floating-point capability, RISC architecture,
and parallel bus access facilitate fast, precise graphics calculations. Overall, adigital signal proces-
sor provides an attractive option to the graphics system designer interested in making high-per-
formance systems with quick turnaround time.
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Appendix A

Graphics Programs

Listing

CO 9 O\ W=

W RN B MR NN NN NN o b e e e ek e s = O
O VOO NN PHEWLWNNFR,OWVOONONWMAEWND=-O

Name

TMS320C30 C Structure Representing an Object
TMS320C30 C Structure Representing a Location
TMS320C30 C Structure Representing a Point
TMS320C30 C Structure Representing a Line
TMS320C30 C Structure Representing a Filled Polygon
TMS320C30 Communications Macros

TMS320C30 Global Variables

TMS320C30 Main Command Execution Loop
TMS320C30 Floating-Point Conversion Routine
TMS320C30 Object Loading Routine

TMS320C30 Screen Coordinate Calculation Routine
TMS320C30 Transformation Matrix Evaluation Routine
TMS320C30 Object Deletion Routine

TMS320C30 Request for Additional Data in Object Load
TMS320C30 Object Drawing Routine

TMS34010 Point Structure

TMS34010 Line Structure

TMS34010 Color Array

TMS34010 Color Palette

TMS34010 Main Command Execution Routine

PC Object Loading Data Structure

PC Communications Macros

PC Global Variables

PC Targeted Object Adjustment Routine

PC Routine to Set Parameters for an Object Load

PC Routine to Target Parent of Current Target Object
PC Routine to Target a Child of Current Target Object
PC Routine to Redraw Screen

PC Routine to Load the Primitives of a Wireframe Cube
PC Main Routine to Draw a “Planetary System of” Cubes
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