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Hello, and welcome to the lecture for the TI Precision Lab discussing input offset 
voltage, or VOS.  In this lecture we’ll discuss op amp VOS specifications, VOS drift over 
temperature, input  bias current (or IB), and input bias current drift over temperature. 
We’ll also show the range of VOS and IB across many different Texas Instruments op 
amps. 
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Let’s start by defining offset voltage.  Offset voltage is the differential input voltage 
that would have to be applied to force the op amp’s output to zero volts.  Typical 
offset voltages range from mV down to µV, depending on the op amp model.   Offset 
can be modeled as an internal dc source connected to the input of the op amp.  
Changing power supply voltage and common mode voltage will affect input offset 
voltage.   
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Looking at the inside of an op amp, we can see that the mismatch of transistors Q1 
and Q2 in the differential input pair is what causes the offset voltage. In some cases, 
internal resistors ROS1 and ROS2 are laser trimmed in order to compensate for this 
mismatch and obtain very low offset voltage.  In other cases, an internal digital 
correction circuit is used to minimize offset voltage and offset drift. 
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This slide introduces op amp specifications.  The top of the specification table is the test 
conditions for all the parameters in the data sheet.  In this example, the temperature is 25 °C, 
the load resistance is 1k Ω, the load is connected to mid supply, and the common mode 
voltage is set to mid supply.  These conditions are true unless otherwise specified.  If you look 
at the offset voltage specs, it lists some additional conditions.  The supply voltage is 5V.   
 
The value listed in the typical specification will cover ± one standard deviation, or ± sigma, on 
a Gaussian distribution.  This means that 68% of the device population will be less then the 
typical value. So, in this example, 68% of the devices would have less then ±150 µV of VOS.  
The maximum is a tested value, and so you will never find a device with greater than the 
maximum VOS of ±500 µV .   
 
We also have a VOS drift specification that is measured in µV/°C, describing how VOS changes 
with temperature. In this case the typical drift, which represents +/- 1 standard deviation, is 
given as 4 µV/°C.  For this device, no maximum drift is given.  However, the production 
distribution graph from the data sheet gives the designer an understanding of the drift 
distribution.  Given one standard deviation is +/- 4uV/C, the six sigma value is approximately 
+/- 12uV/C.  This means that about 99.7% of all devices will drift less than or equal to +/- 
12uV/C.  Put another way, approximately 3 out of 1000 units will drift more than +/-12uV/C. 
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Most op amp SPICE models include the effects of offset voltage. Several external 
conditions, such as power supply voltage and common mode voltage, affect the 
offset voltage on a real world device.  These effects are also included in the 
simulation model.   

 

In order for the simulation result to match the offset specifications in the data sheet 
table, the same test conditions must to be applied to the amplifier.  In this example, 
the power supply is set to 5 V, the common mode voltage is set to mid supply, or 2.5 
V, and the load is connected to mid supply in order to match the data sheet 
conditions.  The typical offset specification is 150 µV, and the simulated offset is also 
150 µV.  The goal of our models is to target typical op amp performance.   
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The slope on offset voltage drift can be either positive or negative.  This formula 
shows one possible definition for offset drift.  This formula will produce a positive or 
negative drift depending on the slope of the curve.  Some other definitions use the 
absolute value, so you will not have a negative offset. 
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This is the more common definition for drift, which is separated into different two 
regions, although more than two regions could be used if desired. 

 

The idea with this definition is that you get a more realistic view of what the expected 
error would be than if you only considered the end points over the entire region.  In 
this example, you can see that the slope of the two separate regions is much more 
severe than the drift of the entire range.  Note that the absolute value is used in the 
formula, so this formula will never give a negative result. 
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In this application example we will see how to calculate the output voltage error from 
the offset voltage.   

 

Consider offset voltage as a dc voltage source in series with the non-inverting input of 
the op amp.  We have a 0.1mV or 100uV offset in this case.  The signal source is a 
very small input of 1mV, so the offset will generate a fairly significant error.  The gain 
for this part is configured as 100 V/V, which can be calculated as R2/R1 + 1.   

 

The total output voltage is the series combination of the offset and the input signal 
(1mV + 0.1mV), multiplied by the gain (100), which gives us 110 mV.  The offset 
accounts for about 10% error. 
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Offset drift calculations can be done in a similar manner.  Notice that we have two 
sources: one for the initial offset and one for the offset drift.  The offset drift source 
will be zero at 25C.  As the temperature deviates from 25C, the temperature 
difference will be multiplied by the offset drift to generate the additional offset 
voltage.   

 

For example, at 25C we have 100uV of offset, which is just the room temperature 
offset and no drift term.  At 125C we have a total of 250uV; that is, 100uV from the 
initial offset, and 150uV from the drift term.   

 

The table on the right illustrates how the offset changes over temperature. Keep in 
mind that the slope of the offset drift can be either positive or negative, so both 
cases are shown.   

 

Drift is especially important in calibrated systems. In calibrated systems, room 
temperature offset is frequently measured and corrected for in software. 
Temperature drift, however, is often difficult and expensive to calibrate out, so 
devices with minimal drift are preferable.   
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This chart shows a range of offset voltages, from uV to mV, for different types of TI 
amplifiers.   

 

The first amplifier in the list, the OPA333, includes a zero drift topology which uses an 
internal digital calibration circuit to minimize offset and offset drift.  Some precision 
bipolar amplifiers use laser trimming to minimize offset.   

 

Often you must trade off bandwidth or other characteristics for low offset.  For 
example, the OPA835 is optimized for speed, not for offset.  Also, commodity, or low 
cost amplifiers are usually not optimized for low offset or offset drift.   
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Let’s now move on to input bias current, or IB, and input bias current drift. 
 

Input bias current is the current flowing into the inputs of an op amp.  These currents 
can be modeled as a current source connected to each input, as shown in this figure.  
Ideally, the two input bias currents would be equal to each other and would cancel. In 
reality, though, they are not equal, and the difference of these currents is defined as 
input offset current. If the input offset current is low, it’s possible to match the 
impedances connected to each input and cancel the offset developed from the input 
bias currents. 
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In a bipolar amplifier, input bias current is the current flowing into the base of each 
transistor in the input pair.  Generally, the bias current for bipolar amplifiers is larger 
than the bias current for MOSFET and JFET amplifiers.  Typical numbers are in the nA 
range.  You can see in the case of the LM741C, the input offset current is about 
200nA max, and the input bias current is about 500nA max. 
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Some precision bipolar op amps use a method called bias current cancellation in 
order to minimize bias current.  This is done inside the op amp, so no external 
components are required. The amplifier simply behaves like a bipolar amplifier with 
very low bias current. 
 
Bias current cancellation is done by measuring the input bias current and summing in 
and equal, but opposite currents which cancel the bias current.  This effectively takes 
an amplifier with hundreds of nA of bias current down to single nA of bias current.  
 
You can see from the specification table in this example that the input bias current of 
the OPA277 is ±1nA maximum.  In the previous example the bias current had to flow 
into the base of the transistor so the bias current could have only one polarity.  In this 
case, however, the bias current can have either polarity, since the bias current 
cancelation circuit is not perfect and it’s not known whether the polarity of the 
residual current will be positive or negative. 
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In the case of MOSFET or JFET op amps, the input bias current is primarily due to the 
leakage of the input ESD protection diodes.  The gate of the input MOSFET transistors 
has extremely low leakage, so it doesn’t contribute significant bias current.  You can 
see in this example that the OPA369 has 50pA max of input bias current. 
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One thing to remember with low bias current amplifiers is the effect of IB over 
temperature.  In MOSFET amplifiers, the bias current can double every 10°C.  You can 
see in the example on the left with the OPA350 that the input bias current increases 
significantly at temperatures above 25°C. If you only considered the room 
temperature value of IB and then operated the amplifier at elevated temperature, you 
would have significant errors. Notice that the vertical axis of the plot uses a 
logarithmic scale.   
 
With the bipolar amplifier, the initial input bias current at room temperature is often 
large enough such that the relative change in input bias current over temperature is 
minimized.  You can see in the example on the right with the OPA277 that the input 
bias current starts to increase at temperatures above 75°C, but note that the vertical 
axis uses a linear scale. 
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This bias current calculation is very similar to what was done for offset voltage.  First, 
we model the bias currents as two current sources connected to the op amp inputs.  
Note that  an offset error is generated when bias current from the inverting input 
interacts with the feedback network and also when the bias current from the non-
inverting input interacts with the source impedance.  The error from the inverting 
input can be reflected back to the non-inverting input when the bias current is 
multiplied by equivalent parallel combination of Rf and R1.  Reflecting errors back to 
the non-inverting input is a common practice as it allows all the errors to be added.  
Finally, to determine the output offset, multiply the input referred error by the non-
inverting gain.  Note that the non-inverting gain is also called the noise gain.  In this 
case the total error from Ib reflected to the input is ±482µV.  This is multiplied by the 
noise gain of 11 to get an output error of ±5.29mV.  
 
 
Please keep in mind that this was an error calculation using high temperature IB 
values.  If this calculation was done at room temperature, the error would have been 
significantly smaller. 
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This table gives a range of input bias currents for different TI op amps.   

 

Values can range from fA for specialized CMOS amplifiers, all the way up to hundreds 
of nA for high speed and commodity op amps.   

 

Note that bipolar op amps will always have higher input bias currents then CMOS 
amplifiers.  Also, bipolar amplifiers with bias current cancellation circuitry, such as the 
OPA277, will have lower input bias current then bipolar op amps with out 
cancelation, such as the OPA211. 
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Hello, and welcome to the lecture for the TI Precision Lab discussing op amp input 
and output limitations.  In this lecture we’ll discuss op amp common-mode input 
voltage, input and output voltage swing limitations, and show how to determine the 
source of circuit errors caused by these limitations. 
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Lets start by considering this simple non-inverting buffer circuit.  An triangle-wave 
input signal of +/- 1.5V is applied to the non-inverting input, and one might expect 
the output to look exactly the same. For some reason, the op amp output does not 
increase past +1V. This type of nonlinearity is called “clipping.” 
 
What is causing this clipping behavior? We’ll answer this question later in the lecture, 
but first let’s define some terms that are necessary to properly understand this issue. 
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Common mode voltage is defined as the average voltage which is applied to the two 
inputs of an amplifier.  In the case of an op amp, the two inputs are at the practically 
same potential, with only a small offset between them.  So, effectively you can see 
the common mode voltage on either input. 
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Common mode input voltage range is also known as input voltage swing.  This term 
describes the range of input common mode voltages that can be used for normal 
linear operation of the amplifier.  The common mode input voltage range is always 
defined relative to the positive supply and the negative supply.  When you exceed the 
common mode input range, the output becomes nonlinear.   
 
Output voltage swing is the range of output voltages that allow for linear operation of 
output signals.  Output swing is also defined relative to the power supplies.  The 
output signal becomes distorted and non-linear if you exceed the op amp’s output 
swing specifications.  
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Let’s look at how common mode voltage and input and output voltage swing are 
typically defined on a data sheet. 
 
The common mode voltage range is defined here with the minimum and maximum 
limits given relative to the power supplies.  The negative supply, V-, is zero volts in 
this case, so zero volts minus 0.1V gives us -0.1V for the minimum common mode 
limitation.  The positive supply, V+, is 5V, so 5V minus 3.5V gives us 1.5V for the 
maximum common mode limitation.  Therefore, applying an input common mode 
voltage below -0.1V or above 1.5V will result in nonlinear output. 
 
The output swing is given here, and it’s the same type of definition which is relative 
to the supply voltages.  The minimum output voltage is V- + 0.2V, or 0.2V in this case, 
and the maximum output voltage is V+ - 0.2V, or 4.8V. Driving the output below 0.2V 
or above 4.8V will cause the output to become nonlinear. 
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Let’s discuss what elements inside the amplifier actually cause the input and output 
limitations.   
 
On the left you can see a typical CMOS input stage.  As the common mode input 
signal approaches either the positive or negative supply, the input transistors will 
either saturate or cutoff.  Saturation and cutoff are both nonlinear modes of 
operation, so the amplifier cannot linearly amplify the input signal.  This is what 
causes the common mode input voltage limitation.  Please keep in mind that some 
CMOS amplifiers have common mode limitations which are very near or even beyond 
the power supply rails. 
 
The output stage voltage swing limitation caused by the saturation and diode drops 
on internal transistors.  CMOS amplifiers tend to have better output voltage swing 
limitations, because CMOS transistors can have lower saturation voltages.   
 
Amplifiers which can accept common mode input voltage ranges up to the power 
supply rails, and can swing the output voltage near the supply rails, are referred to as 
rail-to-rail amplifiers. 
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Here are two example circuits which have very different common mode 
considerations.   
 
The op amp in the circuit on the left is in an inverting configuration, and notice that 
the non-inverting input is connected to GND, or 0V. Because of the basic properties of 
op amps, the inverting input will also be at approximately 0V. Therefore, the common 
mode input voltage of this circuit is 0V, and stays at a constant 0V regardless of the 
input signal. This is a good topology to use to avoid common mode limitations.    
 
The op amp in the circuit on the right is in a non-inverting configuration, and the 
input signal is connected to the non-inverting input. The input signal and the common 
mode signal will track each other – in other words, when the input signal changes, 
the common mode signal will also change. Care must be taken in this configuration to 
avoid exceeding the common-mode voltage limitations of the amplifier. 
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Let’s now consider a real-world circuit example.  
 
We have an op amp in a basic buffer configuration. One might expect to see 0V at the 
output, or a small offset depending on the VOS specification of the device. However, 
after running a DC simulation we see that the output is almost 200mV! The maximum 
VOS is only 120µV, so what’s the problem? 
 
First let’s look at the input common mode range. Using the same technique as before, 
we can compute the common mode range to be from -0.1V to 1.5V.  The input is 
connected to GND, or 0V, which is between the common mode limits of -0.1V and 
1.5V, so there is no common mode input voltage violation. 
 
Now let’s look at the output voltage swing range.  Again, we can compute the output 
range to be from 0.2V to 4.8V.  Based on the input signal, the amplifier wants to drive 
the output to 0V, but this is below the minimum output of 0.2V! Therefore the output 
voltage range is being violated, which causes the actual output to clip nearly the 0.2V 
limit, at 171mV. 
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Lets look at another example. Note that this circuit has a different power supply 
arrangement, where the supplies are +/-2.5V.   
 
Let’s first consider the output voltage range. Using the data sheet specifications and 
the given power supply voltages, the output range is calculated to be from -2.3V to 
+2.3V. The amplifier wants to drive the output to zero 0V, and zero is inside the 
output range, so this circuit does not have an output voltage swing violation. 
 
What about the input?  The applied input common mode voltage is zero volts as in 
the previous circuit, but the input common mode voltage range is now from -2.6V to -
1V. 0V is above that range, so we have a violation of the input common mode range. 
That is why we see hundreds of millivolts at the output, rather than microvolts. 
 



Finally, let’s return to our original problem of output voltage clipping past 1V on the 
OPA735.  
 
Let’s first consider the output voltage range. Using the data sheet specifications and 
the given power supply voltages, the output range is calculated to be from -2.48V to 
+2.48V. The amplifier wants to drive the output from -1.5V to +1.5V, which is within 
the normal output range, so this circuit does not have an output voltage swing 
violation. 
 
What about the input?  Again, using the data sheet specifications, the allowed 
common-mode voltage range is calculated to be from -2.6V to +1V. Because this op 
amp is in a non-inverting buffer configuration, the VCM tracks the input, which is 
from -1.5V to +1.5V. Since the maximum VCM is +1V, we are exceeding the maximum 
by applying a triangle wave up to +1.5V. This violates the input common mode range 
and saturates the input stage transistors, so the output clips at 1V. 
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Hello, and welcome to the lecture for the TI Precision Lab discussing bandwidth.  In 
this lecture we’ll discuss an op amp’s gain bandwidth product, the op amp’s dominant 
pole and its impact on bandwidth, and the difference between inverting and non-
inverting op amp configurations. Finally, we’ll compare the bandwidth versus 
quiescent current of several TI amplifiers. 
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In this transient simulation, the OPA827 is set up in a non-inverting configuration with 
a closed loop gain of 100V/V.  The input signal, Vin, is 2mVpp.  The product of the 
input signal and closed loop gain is 200mVpp. 
 
When simulated, however, the output voltage is only 154mVpp.  Why? 
 
In order to answer this question, we need to fully understand the concept of 
bandwidth.  First, let’s review a few topics. 
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When working with electronics we often need to express quantities such as op amp 
gain, signal-to-noise ratio, common-mode-rejection ratio, and power supply rejection 
ratio whose values have very large spans.   
 
Therefore it is important to have a mechanism upon which we can represent a large 
range of values while using small numbers.  This mechanism is called the ‘decibel’, or 
‘dB’ for short.  Note that decibels have no units. 
 
This slide shows how to convert linear gain values to dB and vice versa. 
 
This equation shows how to convert from a linear gain in volts per volt to decibels.  
For example, let’s convert the closed loop gain of an op amp circuit from 100V/V to 
decibels. 
 
Substituting 100V/V for the linear gain in the given equation yields 40dB. 
 
Similarly, given a gain in decibels we can convert it to a linear representation using 
this equation. 
 
While the previous example may not seem like a significant improvement in 
representing large numbers, let’s look at the open loop gain, or Aol, of the OPA188.  
At 1Hz, the open loop gain is 130dB, which equates to a linear gain of 3,162,277V/V.   
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At 2MHz the open loop gain is 0dB, which equates to a linear gain of 1V/V. 
 
Ultimately we find it’s much easier to represent such a large range of values using 
decibels instead of volts per volt.   
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This slide illustrates the equations for a pole and its associated response.  

Later we will provide a real world circuit example for a pole.  Looking at the 

equations, you can see that the first equation represents a pole as a complex 

number.  Complex numbers have a real and imaginary part.  For practical 

circuits the complex function is converted to a magnitude and phase.  The 

second equation shows the magnitude and the third equation shows the 

phase.  As discussed earlier 20*log base 10 of the linear gain yields the gain in 

decibels.   

 

The graphs show the magnitude in dB as well as the phase in degrees.  This 

type of plot is called a Bode plot.  Notice that both the horizontal axis and 

vertical axis are logarithmic.  Let’s look at some key points on the bode plot.  

First, the pole frequency as denoted by fP.  For frequencies below fP the gain is 

constant and is denoted GDC.  In other words, the gain at dc or zero frequency 

would be GDC.  In this example GDC = 100dB.  Also notice that the gain at fP is 

attenuated by 3db, or is 0.707 times the dc gain.  Finally, for frequencies 

greater than fP, the magnitude plot rolls off at a rate of -20dB/decade. 

 

Now let’s consider the graph of phase shift vs. frequency.  The phase shift at 

the pole frequency is -45 degrees.  Phase begins to change one decade 

before the pole and stops changing one decade after the pole.  In this region 
the slope is -45 degrees per decade.  Considering frequencies that are lower  
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than one decade below the pole, the phase shift is 0 degrees.  For frequencies 

greater than one decade beyond the pole the phase shift is -90 degrees.   

 

Notice that bode plots and phase plots are drawn using straight line 

approximations.  In reality the function will deviate from this approximation.  

For example, if you consider the points exactly one decade below and above 

the pole on the phase curve.  The straight line approximation shows the value 

at these points to be 0 degrees and -90 degrees respectively.  However, the 

actual function deviates slightly from the straight line approximation.  In 

practice, simulation software can be used to obtain the actual values. 
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This slide illustrates the equations for a zero and its associated response.  

Looking at the equations, you can see that the first equation represents a zero 

as a complex number.  Complex numbers have a real and imaginary part.  For 

practical circuits the complex function is converted to a magnitude and phase.  

The second equation shows the magnitude and the third equation shows the 

phase.  Taking 20 Log10 of the magnitude function gives the magnitude in dB. 

 

The equations were used to generate the bode plot and phase plot.  Let’s look 

at some key points on the bode plot.  First, the zero frequency is denoted fZ.  

For frequencies below fZ the gain is constant and is denoted GDC.  In this 

example GDC = 0dB.  Also notice that the gain at fZ is at +3db, or is 1.414 

times the dc gain.  Finally, for frequencies greater than fZ, the magnitude plot 

increases at a rate of +20dB/decade. 

 

Now let’s consider the graph of phase shift vs. frequency.  The phase shift at 

the zero frequency is +45 degrees.  Phase begins to change one decade 

before the zero and stops changing one decade after the zero.  In this region 

the slope is +45 degrees per decade.  Considering frequencies that are lower 

than one decade below the zero, the phase shift is 0 degrees.  For frequencies 

greater than one decade beyond the zero the phase shift is +90 degrees.   

 
Up to this point we have looked at the mathematics behind frequency  
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response.  Now we will look at connecting the mathematics to electrical 

circuits. 
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This figure shows the bode plot and the phase shift plot for a simple RC circuit.  Recall 
that at dc or low frequencies a capacitor acts like an open.  In this case the entire 
input signal is seen across the capacitor, so the gain is 1V/V or 0dB.  Notice that the 
magnitude of the gain at the pole frequency is -3dB.  Also notice that the phase at the 
pole frequency is -45 degrees.  Furthermore, the phase shift begins about one decade 
before the pole and ends about one decade after the pole.  Furthermore, the phase 
shift at very low frequencies is near zero degrees and at high frequencies the shift is 
nearly 90 degrees.  Finally, notice that the gain decreases at a rate of -20dB/decade 
for frequencies above the pole frequency. 
 
This circuit is a common building block and is called a low pass filter.  The objective of 
this circuit is to pass low frequency signals and stop high frequency signals.  For this 
reason, the pole frequency is often called the cutoff frequency, and denoted by fc.  
The idea is that all signals with frequency greater then the cutoff frequency are “cut 
off” or eliminated.  In fact the high frequency signals are only attenuated and not 
fully eliminated.  Another term associated with low pass filters is “bandwidth”.  
Bandwidth is simply the width of the pass-band, and in this case is synonymous with 
the cutoff frequency.  In later videos we will discuss different types of filters.  For 
some filters, such as a band pass filter, the bandwidth definition will include both a 
lower and upper cutoff frequency. 
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The bode gives information on the gain as well as the phase shift for a circuit.  In this 
example we’re going to calculate the peak output voltage of a 1Vp sinusoid at 1kHz.  
Given the amplitude and frequency of the input signal we can use the bode plot 
magnitude (Gain (dB)) to determine the output signal amplitude.  First, find the gain 
at 1kHz.  In this example the gain is -16dB.  Convert the gain from dB to a linear 
representation and multiply the input signal by the linear gain.  In this example -16dB 
translates to 0.16V/V.  Since the input is 1Vpk the output is 160mVpk.  Notice that the 
time domain simulation peak output is very close to the expected value from the 
bode plot. 
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Here we will continue the example considering the phase shift in the time domain.  
Notice on the bode phase (Phase (deg)) that the phase shift is -81degrees at 1kHz. 
On the time domain plot, you can see that the output signal is shifted to the right in 
time.  This is called a phase shift or time delay.  The calculation at the bottom of the 
page illustrates how you can convert the phase shift in degrees to expected time 
delay in seconds.   

 

In this case, the phase shift is 81 degrees and the period of the 1kHz input is 1ms. The 
delay in seconds is calculated by dividing the phase shift by 360 degrees and 
multiplying by the period. As with the previous example, the calculated results match 
very well with simulation, and we see a time shift of 0.23ms. 
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A simple approach to determining bandwidth is to use the gain-bandwidth product 
specification from an op amp data sheet. 
 
The gain bandwidth product is literally the product of the linear gain and the 
bandwidth.  Therefore, you can solve for one of the variables given the other two. 
 
For example, let’s calculate the bandwidth of a circuit that uses the OPA827 in a gain 
of 100V/V. 
 
From the data sheet we see that the gain bandwidth product is 22MHz. 
 
Solving the gain bandwidth equation for bandwidth tells us that the bandwidth is the 
gain bandwidth product divided by the linear gain.  Dividing the OPA827 gain 
bandwidth product of 22MHz by the circuit gain of 100V/V yields a bandwidth of 
220kHz. 
 
This calculation is verified by looking at the OPA827 open loop gain curve from the 
data sheet.  If we draw a horizontal line at the closed loop gain of 100V/V, or 40dB, 
until it intersects Aol we find the corresponding bandwidth is approximately 200kHz.  
Notice that solved graphically you may incorrectly interpret the bandwidth to be 
200kHz, though by calculation we found it to be 220kHz. 
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It should be noted that the calculation approach to solving for bandwidth is only valid 
if the Aol curve decreases at a rate of -20dB/decade.  While this is true for most op 
amps, there are some that have a limited range where the gain bandwidth product is 
specified.  Also, consider that the data sheet gives only the typical value for both the 
gain bandwidth product and the Aol curves.  Generally, you can expect a variation of 
as much as ±30% from this value at room temperature and an additional error of 
±30% over the specified temperature range.  So, it is always advisable to include 
margin in your design when considering amplifier bandwidth. 
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Let’s now verify our bandwidth calculation with simulation. For the results to match, 
we must use the OPA827 in a non-inverting gain of 100V/V, or 40dB, like we did in the 
calculation on the last slide. If we run an AC transfer characteristic in TINA-TI, we see 
that the -3dB bandwidth, which occurs at 37dB since our DC signal gain is 40dB, is 
241kHz. This matches well with our calculated bandwidth of 220kHz. 
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The dominant pole is the point on the Aol graph where Aol begins to roll off with 
frequency.  This parameter is important when developing macromodels.  The 
frequency of the pole can be estimated from the Aol curve, but a more accurate 
approach is to calculate it using this equation, where GBW is the gain bandwidth 
product and Avol is the open loop gain of the device. 

 

Using the OPA827 as an example, we find the device has a gain bandwidth product of 
22MHz and open loop gain of 126 decibels.  We can convert 126dB to its linear 
representation using this equation. 

 

Substituting 22MHz and 1.995 times 10 to the 6th for gain bandwidth and open loop 
gain, respectively, yields a dominate pole frequency of 11.03Hz.  This calculation is 
consistent with the graph from the data sheet. 
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In this slide we further examine the OPA827 open loop gain curve.  We see that the 
dc open loop gain is 120dB and remains constant until we reach the dominant pole.  
At frequencies greater than the dominant pole, the open loop gain decreases at a 
rate of -20dB per decade.  Notice that for the OPA827 the slope of Aol is constant 
until we cross unity gain.  Therefore the gain bandwidth product is constant for closed 
loop gains from 0 to 120 decibels. 
 
While it is common to have open loop gain curves decrease at a constant rate of 20dB 
per decade, it is not always the case.  For example, let’s take a look at the high-speed 
OPA847.   
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This slide shows the Aol curve for the OPA847, whose gain bandwidth product is 
defined for only a portion of the Aol curve.  In this case it’s defined only for closed 
loop gains greater than 50V/V.   

 

Looking at the open loop gain curve, we see that for gains greater than 50V/V, or 
34dB, the slope of the Aol curve is -20dB/decade.  Therefore the gain bandwidth 
product is equal to 3900MHz for all closed loop gains greater than 50V/V. 

 

However, as the gain decreases below 50V/V, the slope of Aol changes.  Therefore, 
there is no gain bandwidth product specified. Instead, the closed loop bandwidth for 
particular gains is specified.  Also notice that for gains less than 12V/V the phase 
margin indicates that the device is not stable.  The table illustrates how the product 
of the gain and bandwidth is not constant for gains less than 50V/V, but is constant 
for gains of 50 or greater. 
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Earlier we calculated closed loop bandwidth for a non-inverting configuration using 
the gain bandwidth product.  You might be surprised to learn that the bandwidth 
calculation for the inverting configuration is calculated using the non-inverting gain.  
Note that the non-inverting gain is typically referred to as noise gain.    
 
This example shows the same amplifier connected in both an inverting and non-
inverting configuration.  The inverting configuration has a gain of -1 and the non-
inverting configuration has a gain of +1.  Let’s start by calculating the bandwidth for 
the non-inverting configuration.  The bandwidth for the non-inverting amplifier U1 is 
calculated by taking the gain bandwidth product and dividing by the non-inverting 
gain.  So, for this example, the bandwidth is 22MHz divided by 1 which is equal to 
22MHz.   
 
On the other hand, the bandwidth of the inverting amplifier, U2, is calculated using 
the non-inverting gain.  The gain with respect to the non-inverting input is calculated 
as  Rf/R1 +1, which is 2 in this example.  So, the bandwidth of the inverting amplifier 
is 22MHz divided by 2 which is 11MHz.  A common mistake is to consider the gain 
seen by the signal source rather than the noise gain for bandwidth calculations 
involving inverting amplifiers.   
 
This example is simulated to prove that the hand calculations are correct.  Notice that 
the simulation and hand calculation results are very close to each other.  This  
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simulation uses a simple single pole amplifier model to illustrate the relationship 
between bandwidth and circuit configuration.  
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Finally, let’s look at a number of op amps that depict a range of gain bandwidth 
products and their corresponding quiescent current, Iq.  
 
In the slide we list Gain Bandwidth Products for different amplifiers that range from 
12kHz to 600MHz.  The OPA369, for example, is a very low bandwidth amplifier.  This 
device is designed specifically to have very a low quiescent current of 0.8uA and is 
called a micro-power device.  It is more common for amplifiers have bandwidth in the 
range of 1MHz like the OPA277.  Some amplifiers like the OPA350 and OPA211 have 
wider bandwidth to facilitate driving A/D converters and for other wide bandwidth 
applications.  For very high speed applications amplifiers like the OPA835 and OPA847 
can be used.  In general, the wider bandwidth op amps require more quiescent 
current.  However, there are some exceptions , as displayed by the OPA835. 
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Let’s return to our original problem, now that we understand the fundamentals of 
bandwidth. We have a non-inverting amplifier circuit with a closed-loop gain of 
100V/V, or 40dB. The input is a 2mVpp sine wave at a frequency of 200kHz. 
 
When we run an AC simulation of the circuit, we can see that at 200kHz, the closed-
loop gain has dropped to only 37.7dB. If we convert 37.7dB to linear gain of 76.7V/V 
and multiply by our input signal amplitude of 2mVpp, we get an expected output of 
154mVpp. This matches perfectly with our transient simulation on the bottom-right! 
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Hello, and welcome to the lecture for the TI Precision Lab discussing slew rate.  In this 
lecture we’ll go over the theory behind slew rate and compare the slew rate and 
current consumption of different TI amplifiers. 
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Slew rate is defined as the maximum rate of change of an op amp’s output voltage 
and is given units of volts per microsecond.  Slew rate is measured by applying a large 
signal step, such as 1V, to the input of the op amp, and measuring the rate of change 
from 10% to 90% of the output signal’s amplitude.   

 

The data sheet large-signal step response is an indication of the amplifiers slew rate.  
In this example, we calculate the slew rate to be about 29V/us. Again, the slew rate 
definition only considers the rate of change of the signal from 10% to 90%, which in 
this case is 1V to 9V.  

 

Slew rate is a different specification than small-signal bandwidth, which considers 
differential input signals of ±100mV or less.  
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Before we get into an in-depth slew rate discussion, let’s first review some basics.  
 
The equation that defines how a capacitor works states that the current flow through 
a capacitor is equal to the capacitance times the derivative of voltage with respect to 
time. This behavior can also be interpreted to mean that if you have a constant 
current, then the voltage across the capacitor will rise linearly over time.  
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This is important with respect to slew rate of an amplifier. An amplifier has an internal 
gM, or transconductance, stage which takes the input differential voltage and converts 
it to an output current, ICC. ICC flows into the next stage where it is used to charge CC, 
which is called the Miller capacitance. If ICC is a constant, then the voltage across CC 
will rise linearly with time, just like we discussed on the previous slide. 
 
For slow-moving signals, ICC is less than some maximum value ICC_MAX. This means that 
ICC is able to change according to the differential input voltage without being limited. 
But for rapidly moving, large signals, ICC reaches its maximum and becomes limited to 
some constant value. In this case the input to the amplifier will no longer be a virtual 
short, and therefore a differential voltage will develop across the input pins. Since ICC 
is constant, VOUT across the Miller capacitor CC increases linearly over time. This is 
when the output of the amplifier is considered to be slew rate-limited, which is 
fastest that the output voltage can change.  
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Here we compare the typical slew rate and quiescent current, or IQ, for different 
amplifiers.  
 
On one end of the spectrum, we have the OPA369 which is a very low IQ and low slew 
rate device. For 0.8µA of current we can achieve around 5mV/µs of slew. Compare 
that to the OPA847, which consumes 18.1mA of IQ but can slew at 850V/µs. This 
shows us that amplifiers with higher slew rate, and therefore higher bandwidth, tend 
to have higher current consumption. 
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We can easily simulate slew rate using TINA-TI. Simply apply a step function to the 
input of the amplifier, which in this case is a ±1V square wave. You can see that when 
this input step is applied, the input offset voltage changes from 0V - which indicates a 
virtual short - to some other voltage, around 900mV in this case. Most importantly, 
the output voltage becomes slew rate-limited, shown as a constant ramp in voltage 
over time until finally reaching its true value. You can observe the input offset voltage 
moving linearly back to 0V as well. 
 
Calculating the slew rate from this plot gives a result of 0.795V/µs. The data sheet for 
this device, the OPA2188, lists the slew rate as 0.8V/µs, indicating that the model 
accurately simulates the slew rate of the amplifier. 
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Some amplifiers include a “slew boost” circuit which allows for faster slew rates. An 
example of an amplifier with slew boost is shown in this large-signal step response 
plot. What happens is that the device has two different slew rates – an initial rate 
which is very fast, and a second, slower rate as the output settles to its final value. 
You may ask yourself, “why doesn’t the amplifier just have one slew rate which is 
always fast?” The reason is that with one, extremely fast slew rate, the output would 
have a large overshoot. When that overshoot occurred, the amplifier would try to 
compensate for this and the negative slew would kick in, resulting in a large negative 
overshoot. This behavior would continue, resulting in oscillation. 
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So how does this slew boost look compared to a standard amplifier? On the left hand 
side is the response of a standard amplifier. The green region shows the small-
signal response (or differential input voltage greater than ±100mV), where the 
amplifier can linearly change the current flowing into the Miller capacitance. The 
blue region shows the large-signal response (or differential input voltage greater 
than ±100mV), where the amplifier reaches its slew rate limit and the current 
flow into the Miller capacitance is held constant..  

 
We have a similar situation for an amplifier with slew boost. There is still a small-

signal response shown by the green region, but once the differential input voltage 
exceeds a certain value we reach the slew rate limit, indicated by the blue region, 
and eventually the slew boost, indicated by the red region. Therefore, when a 
large step function is applied to the input of the amplifier, the device will initially 
see a large differential input voltage and will be in Slew boost mode, allowing a 
large output current into the Miller capacitance and therefore a quickly-ramping 
output voltage. As the differential input voltage decreases the amplifier will move 
to its standard slew rate, and finally to its small-signal response once the input 
voltage becomes small enough. At this point the output will settle and the inputs 
of the amplifier will once again be a virtual short. 
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The slew rate of an op amp also impacts sinusoidal signals. If the op amp attempts to 
swing its output voltage past a certain frequency and amplitude which exceed the 
slew rate, the output will become distorted and will start to look more like a triangle 
wave. This limitation is called the full power bandwidth of the op amp. 

66 



The graph above shows the maximum output sinusoidal waveform that can be 
generated without slew-induced distortion. This example considers a 200kHz signal at 
both 7.5Vpk and 10Vpk.  At 7.5Vpk, the output signal is under the curve and therefore 
will not be distorted by slew rate limitations.  At 10Vpk, the output signal is above the 
curve and will be distorted by slew rate limits.  
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Let’s simulate the conditions of the previous slide. With 7.5Vpk output, the response 
is sinusoidal with minimal distortion. However, with 10Vpk output, in a condition 
outside the full power bandwidth curve, the device is slew-rate limited and the 
output distorts. 
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This slide illustrates that the maximum output vs. frequency curve can be derived 
with calculus.  You can go through the math on your own, but the key point is that the 
final equation, Vpk = SR / (2 PI f) can be used if this curve is not available. The 
example shown in red confirms that the equation yields the same result as the curve. 
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Let’s now move on to discuss settling time.  

 

Settling time is the time required for the amplifier’s output to reach and stay within a 
certain error band after a large-signal step is applied to the input. The error band can 
either be specified in terms of percentage or number of LSBs (for an ADC with a 
specified number of bits). 

 

Because the input is a large-signal step, the amplifier is in slew rate limit.  The tighter 
the error band is (i.e. smaller error percentage), the longer the settling time will be.  
Capacitance, closed loop gain, and loading will also effect settling time. 
 

70 



We can very easily simulate the settling time of an op-amp using TINA-TI’s transient 
analysis function. In order to do this, it is important to closely follow the data sheet 
test conditions, such as the step size, gain configuration, and load capacitance.  

 

In this case we are testing the OPA827 in a gain of -1, with a 10V step input and 
100pF of load capacitance. 
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The settling behavior, with some overshoot and damped oscillations, can really be 
seen once we zoom in on the plot. In this example, the output settles after an over 
shoot and one cycle of ringing, for a total settling time of 400ns. This is acceptably 
close to the typical data sheet value of 550ns. 
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Here we observe the small-signal rise time of the same circuit, for purposes of 
comparison to the large-signal slew rate. Again, let’s zoom in on the rising edge of the 
small signal step response. Measuring delta V over delta T from 10% to 90% of the 
output swing, me get a rise time of 11.7V/µs. Compare this to the data sheet slew 
rate value of 28V/µs – they’re quite different!   

 

Where does the difference in this behavior come from? Well, as you may remember 
from earlier, a large-signal step input puts an op-amp in slew limit and therefore 
forces it outside of its normal linear operation. A small-signal step input, on the other 
hand, allows the op-amp to operate in its linear region and therefore the rise time is 
based on the op-amp’s bandwidth.  

 

The equation to calculate 10% to 90% rise time is given here. It is derived from the 
properties of a single-pole system. 
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An amplifier’s small-signal or large-signal behavior, like most things in the real world, 
isn’t fully black and white. The way in which a circuit operates is not always fully 
large-signal or small-signal. In fact, there’s a gradual transition between these two 
operating conditions.     
 
Here we have a simple op amp circuit configured as a non-inverting buffer. We’ll 
apply a range of input steps, from 10mVpp to 4Vpp, and observe the output.  A 
transient simulation done in TINA-TI will allow us to observe whether the circuit 
shows small-signal or large-signal behavior. 
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This figure illustrates the output of the non-inverting buffer circuit from the previous 
slide, versus different input step sizes.   
 
Notice that the output rise time is a constant 20ns for input steps of 10mV to 250mV.  
Because the rise time is constant, we know that the response is small-signal.  The 
device in this example, the OPA192, has a slew rate of 20V/us.  You can see that the 
rate of change for the small step response is lower than the slew rate.  Also, notice 
that the output signal increases exponentially for the small signal response, as 
opposed to the linear increase for amplifiers that are slew rate-limited. 
 
For input steps between 500mV and 1V, the amplifier is transitioning between small-
signal and large-signal response.  In this region the rise time is no longer constant; 
however, the amplifier is not yet at the full slew rate of 20V/us.  
 
For input steps greater than 1V, the amplifier is slew rate-limited.  You can see that 
the rate of change of the output signal is at the slew rate limit of about 20V/us. Also, 
notice that the output signal increases linearly in response to the input step. 
 
In this example, input signals less than 250mV caused a small signal response and 
signals greater than 1V caused a large signal response.  However, this transition 
depends on the amplifier’s design and technology.  CMOS amplifiers tend to reach 
slew limit for signals greater than 100mV, and bipolar amplifiers can slew limit at 
even lower input voltages.  Note that the industry standard for small signal response 
is a 100mV step, but in practice the actual limit may be lower. 
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Because of the way the output signal is scaled in this figure, it is possible to be tricked 
into thinking that the slew rate limited signal at the bottom of the figure is moving 
more slowly then the small signal response at the top of the figure.  This is not the 
case, and the next slide will provide further clarification.   
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Let’s take a closer look at the output of the non-inverting buffer circuit with a 10V 
step applied to the input.  

 

 In this case, the device is in slew-rate limit of 20V/us. However, when the signal 
approaches the final value of 10V, the op amp will transition to a small signal 
response.  Zooming in on the last 300mV of the signal swing, you can see that the 
rate of change of the output decreases from approximately the slew rate, 20V/us, to 
a lower rate of change such as approximately 5V/us.  Also, you can see that the shape 
of the output changes from the linear rise associated with slew rate limit, to the 
exponential behavior associated with small signal response. 
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Most of the examples discussed thus far have been basic buffer circuits, also called 
unity-gain followers.  Now let’s look at amplifiers with different closed loop gains in 
order to see the effect that closed loop gain has on output response. 
 
Here we show an inverting amplifier circuit in a gain of -99V/V.  The input is a small 
signal step of 20mVpp.  Based on the gain, the output should be approximately 2Vpp.  
Does the output respond as a small signal or as a large signal? 
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This is the simulated output response of the circuit from the previous slide. Notice 
that the output signals rise and fall in an exponential way, which indicates a small-
signal response.  Also, if we use the small signal rise time formula from before, we 
can see that the calculated rise time of 3.5us is very close to the simulated rise time 
of 3.28us.  Thus, the amplifier responds to the 20mV input step as a small signal, and 
we can conclude that the amplitude of the input signal determines the behavior of 
the op amp. The output signal amplitude does not determine whether the response 
is small or large signal. 
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Hello, and welcome to the lecture for the TI Precision Labs discussing intrinsic op amp 
noise, part 1.  In this lecture we’ll show how to predict op amp noise with calculation 
and simulation, as well how to accurately measure noise. 
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Noise can be defined as an unwanted signal that combines with a desired signal to 
result in an error. In audio, for example, noise can be noticed as a hiss or popping 
sound.  In a sensor system, noise can be an error in the measured sensor output, 
such as pressure or temperature.  
 
Noise can be categorized into two basic groups:  extrinsic and intrinsic.  Extrinsic 
noise is noise produced from some external circuit or natural phenomena.  For 
example, 60Hz power line noise and interference from mobile phones are common 
examples of extrinsic noise.  Cosmic radiation is another example of a natural 
phenomenon that causes extrinsic noise.  Intrinsic noise is caused by components 
within a circuit.  Resistors and semiconductor devices generate noise, for example.  
 
Intrinsic noise is very predictable, where as extrinsic noise is typically difficult to 
predict.  In this noise lecture, we will focus on intrinsic noise.  As we mentioned 
before, our discussion will focus on how to calculate, simulate, and measure noise.  
We will also discuss techniques for reducing noise. 
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This slide illustrates how an amplifier circuit can be translated into a noise equivalent 
circuit.   
 
Each resistor has a noise voltage source associated with it. The noise voltage source is 
denoted by a circle with an asterisk inside.  The amplifier also has a noise voltage 
source and a noise current source.  The noise current source is denoted by a diamond 
with an asterisk inside.  The magnitude of the noise sources inside the amplifier is 
given in the amplifiers data sheet. The magnitude of the noise associated with the 
resistor is dependent on the resistance value and can be calculated.   
 
We will soon learn how to combine the effects of all the noise sources to determine 
the total output noise.  But first, lets look at some general categories of noise.  
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The noise analysis will involve looking at op amp noise voltage sources, op amp noise 
current sources, and resistor noise sources.  The gain and bandwidth limitations of 
the op-amp will also effect the total noise calculation.   
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This slide shows the time domain waveform for white noise, also known as 
broadband noise.  The time domain waveform is what you would see if you measured 
noise with an oscilloscope.  Notice that the horizontal axis is 1ms, full scale.  Taking 
the reciprocal of the full-scale time gives a frequency of 1kHz.  In general, broadband 
noise is considered to be in the middle to high frequency range; that is, frequencies 
greater than 1kHz.  In the next slide we’ll consider lower frequency noise sources.  
 
Also notice the statistical distribution to the right hand side of the slide.  The 
distribution is Gaussian, with a mean value of 0V and the skirts of the distribution at 
approximately ±40mV.  The distribution indicates that the probability of measuring 
noise near 0V is high, where as the probability of measuring noise near the skirts of 
the distribution is relatively low.  Later we will see how the distribution can be used 
to estimate the peak-to-peak value of the noise signal.    
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Flicker noise, also known as 1/f or low frequency noise, is another category of noise. 
This slide shows the time domain waveform, as well as the statistical distribution for 
1/f noise.  The time domain waveform is what you would see if you measured noise 
with an oscilloscope.  Notice that the horizontal axis is 10s full scale.  Taking the 
reciprocal of the full scale time gives a frequency of 0.1Hz.  In general, 1/f noise is 
considered to be in the low frequency range; that is, frequencies less than 1kHz.   
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As we have already seen, the various categories of noise have many synonyms.  For 
example, broadband noise is also called white noise, Johnson noise, thermal noise, 
and resistor noise.  It can become very confusing to engineers that are new to this 
subject when literature and presentations switch between these different terms.  



Multiplying the rms noise by 6, or even 6.6, is a common estimate for peak-to-peak 
noise.  Remember that noise has a Gaussian distribution.  The Gaussian distribution 
tells us that there is a 99.7% probability that any reading in time is within the limits of 
+/- 3 standard deviation or 6 standard deviations total.  This means that there is a 
finite probability of 0.3% that a noise reading will be outside of this limit.  Sometimes 
6.6 standard deviations is used, because the probability of noise being inside of the 
limits is increased to 99.9%.  It is important to realize that the tails of the Gaussian 
distribution extend infinitely, so there is no number of standard deviations that will 
produce a 100% probability that all noise is inside of the bounds.  Thus, 6 or 6.6. are 
used as good estimates.  One final thing to keep in mind is that RMS and standard 
deviation are equivalent for noise signals with no mean value.  This is generally true 
for the intrinsic noise that we are considering.   
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The table shown here relates the number of standard deviations to the probability 
that a measurement is bounded by this range. For example, there is a 68% chance 
that any instantaneous noise measurement will be in the range of 2σ, or ±1 standard 
deviation.   6σ and 6.6σ are common ways of estimating the peak-to-peak noise.  In 
the case of 6σ, for example, there is a 99.7% chance that any instantaneous 
measurement will occur within that range.  Thus, the chance that a noise reading is 
outside this limit at any instant in time is only 0.3%.  The 0.3% probability is 
considered to be negligible, so 6σ is often used as an approximation for peak-to-peak 
noise.   
 
If you are familiar with noise analysis, you may have heard the terms standard 
deviation and RMS used interchangeably.  This leads one to wonder, is RMS 
equivalent to standard deviation? 



91 

So, the question is does RMS = standard deviation? 
 
The answer is both yes and no!  If the signal has no DC offset, the answer is yes. This 
is the case for most noise signals.  Notice that the equation for RMS and standard 
deviation are the same, except that the standard deviation equation subtracts out the 
average, or dc offset.   
 
In the case where a signal has a DC offset, RMS will not be equal to the standard 
deviation.  Fortunately, op-amp and resistor noise do not have a DC offset, so we can 
consider RMS to be equivalent to the standard deviation in these cases.  Some 
extrinsic noise, such as digital switching noise, may not be symmetrical and thus will 
have a DC offset.  It is important to note, however, that some instruments or 
simulation tools will report RMS noise including the offset term (AC + DC) and others 
will report RMS without the offset term (AC only).  
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An important concept in nose analysis is adding noise values.  Noise cannot be added 
algebraically, for example, 3+5=8.  Noise must be added as a vector as shown here, 
where we take the square root of 3mVrms squared plus 5mVrms squared for a result 
of 5.83mVrms.  It is important to note that this relationship applies only to 
uncorrelated ,random noise.  If the noise source is correlated, a different formula 
applies. 



Do you remember that white light is the combination of all colors?  Well, white noise 
is the combination of all frequencies.  This figure shows that when you add several 
signals of different frequencies together in the time domain, the result is a random 
looking signal.  In the frequency domain, each one of these signals looks like an 
impulse.  Combining an infinite number of these signals across all frequencies creates 
what is called a noise spectral density curve.   
 
Voltage Noise Spectral Density is often a confusing parameter to engineers who are 
not familiar with noise analysis.  Spectral density has units of nV per square root 
Hertz.  Multiplying spectral density by the square root of the noise bandwidth gives 
the RMS noise as shown in the equation on the top right. Looking at the units in the 
equation, you can see how the square root Hertz cancels out.   
 
The spectral density curve is the main amplifier specification used to describe an 
amplifier’s noise characteristics.  In this lecture we will use the spectral density curve 
extensively in noise calculations. 
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At this point we have introduced many of the fundamentals needed to understand 
noise.   
 
This slide shows how to calculate the noise produced by a resistor.  This noise is 
generated by the random motion of charges within the resistor.   
 
The equation shown above gives the total RMS noise generated by a resistor.  Notice 
that the equation requires the temperature in Kelvin, the resistance, the bandwidth, 
and Boltzmann's constant. Dividing both sides of the equation by the square root of 
the bandwidth yields the voltage spectral density equation.   
 
Remember that amplifiers’ noise specifications are usually given in terms of spectral 
density. Determining the noise spectral density for a resistor is useful, because it 
allows for easy comparison of the noise generated by resistors and the noise 
generated by amplifiers.  
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This plot was generated using the equation given in the last slide.  Note that the 
equation was divided by the square root of bandwidth to give a spectral density, 
which is useful because it provides a quick way of comparing resistor noise to op-amp 
noise.  Remember, most op-amps specify noise in nV/√(Hz).  
 
A very low noise amplifier may have intrinsic noise of 1nV/√(Hz) noise.  Comparing to 
this plot, 1nV/√(Hz)  corresponds to a resistor value of approximately 70 ohms. Thus, 
for this example, op-amp you should try to use resistors of 70 ohms or less. For best 
performance, it’s recommended for the amplifier in a circuit to generate more noise 
than the resistors. Low noise amplifiers can be expensive, and you would not want to 
pay extra for an expensive low noise amplifier and have resistor noise dominate the 
circuit’s noise performance.   
 
Neglecting resistor noise is a very common oversight of engineers who are new to 
noise analysis.  For this reason, it is useful to have this chart available for quick 
reference. 



For noise calculations, it is often necessary to calculate Req, the equivalent resistance 
seen by the input. The most common method for calculating Req is given here. The 
parallel combination of Rf and R1 act like a resistance on the op amp’s non-inverting 
input, so Req in this example has a value of approximately 1k. 
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Let’s compare resistor/thermal noise to op amp noise in two different circuits. 
 
On the left, resistances of 1k and 100k are used. Req is roughly 1k, which according to 
the graph has a noise density of about 4nV/√Hz. This is greater than the noise 

density of the OPA211, so the circuit is dominated by resistor noise. 

 

On the right, the same circuit but with resistances of 10 ohms and 1k are used. 

Req is now roughly 10 ohms, which has a noise density of about 0.4nV/√Hz. 

This is much less than the noise density of the OPA211, so the op amp noise 
dominates. This situation is most desirable for low-noise performance. 
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This slide show the typical op-amp noise model.  In some cases, it is important to 
have two separate current noise sources, as shown in the upper left.  In other cases, 
the simplified model with a single noise source between the inputs is adequate.  The 
noise sources represent the spectral density curves.  In the following lecture 
discussing noise, we will learn how to use the op amp noise model to predict the 
total peak-to-peak output noise for different amplifier configurations.  
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A key concept that we must understand before doing a noise analysis is noise gain. 
Noise gain is the gain seen by the noise voltage source, which is always on the non-
inverting input of the amplifier.  It can be different from the signal gain.  The example 
above shows a circuit with a noise gain of 2 and a signal gain of -1.  In other words, 
the circuit is an inverting amplifier with respect to the signal source, but a non-
inverting amplifier to the noise voltage source.  
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This slide summarizes the general procedure for converting voltage spectral density 
to RMS noise voltage, and for converting RMS to peak-to-peak voltage.  To convert 
voltage spectral density to RMS, you must square the voltage spectral density, 
integrate across the desired bandwidth, and take the square root of the result.  This is 
effectively integrating the power spectral density and taking the square root to 
convert back to voltage or current.  Remember that P = V2 / R and P = I2 x R.  We will 
discuss this in more detail soon.   
 
Once the RMS noise voltage is calculated, it can be converted to peak-to-peak by 
multiplying by 6.  The factor of 6 is a statistical estimate, representing ±3 standard 
deviations or 6σ, and there is a 0.3% chance that noise will exceed the peak-to-peak 
estimate at any instant in time.   
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In order to gain a deeper understanding of the conversion from spectral density to 
RMS, we will need to use a little calculus.  As a quick reminder, remember that the 
integral of a function is the area under its curve.  The area of a rectangle is simply the 
width times the height, so the integral of a rectangle is also the width times the 
height.  This simple fact will be useful in doing a dimensional analysis for noise. 
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In this slide we will reiterate the method for converting from voltage spectral density 
to RMS voltage.  A common misunderstanding with noise analysis is that total noise 
can be computed by integrating the voltage or current spectral density, when in fact 
you must integrate the power spectral density.   
 
The example at the top of the slide shows what happens when integrating voltage 
spectral density.  Remember from the previous slide that the integral of a rectangle is 
the width times the height, so in this case the result is 5 V/√Hz x 10Hz.  Notice that 
the units for this example are very unusual, V*Hz / √Hz.  In fact, the units should be 
Volts.  The point is that through dimensional analysis you can see that integrating 
voltage spectral density directly is not the correct way to convert spectral density to 
rms. 
 
The example at the bottom, on the other hand, integrates power spectral density. 
Again, remember that that power is equal to V2/R for voltage and I2*R for current. 
When integrating power spectral density and taking the square root of the result, you 
get the correct units of Volts.  Thus, when computing total noise, make sure to 
integrate the power spectrum. 
 
Now that we understand how to properly integrate a spectral density curve, let’s 
consider the different regions. 



The spectral density curve has two regions: the 1/f region and the broadband region. 
1/f noise occurs at low frequency, and has a slope of one divided by the square root 
of frequency for both voltage and current spectral density.  Remember that power 
spectral density is voltage spectral density squared, so for power spectral density the 
slope of 1/f noise is equal to one divided by frequency.  This is where it gets the name 
1/f.  Broadband, or white noise, has a flat spectral density. 
 
Let’s take a closer look at 1/f noise. 
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Let’s move on to the topic of noise bandwidth.  As mentioned previously, the noise 
bandwidth of a real-world system has a low-pass filter response due to the circuit’s 
inherent bandwidth limitations.  The area under the skirt of the low pass response, 
shown in green, is added to the flat band response, shown in blue, to create a 
rectangle-shaped low pass filter.  This rectangular filter, called a brick wall filter, has 
the same area as the low pass filter.  It is called a brick wall because the stop band 
drops off vertically like a “brick wall”.  The point of doing this transformation is that a 
rectangle is easy to integrate so the noise calculations are greatly simplified.  
 
Notice that the formula used to calculate the noise bandwidth involves calculus.  In 
general, this formula is only needed once, and allows us to determine easy-to-use 
correction factors for different order filters.  In this example, the formula was used to 
compute the correction factor of 1.57 for a 1st-order filter.  On the following slide we 
will see correction factors for other order filters.   
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This slide gives a table of brick wall correction factors that can be used to calculate 
noise bandwidth.  To convert the -3dB bandwidth to the noise bandwidth, just 
multiply by the correction factor Kn.  Notice that the brick wall correction factor 
begins to approach one as the number of poles increases.  This makes sense, since 
higher-order filters have a steeper roll-off, like a brick wall.  One thing to consider is 
that gain peaking can affect the noise bandwidth, so in practical circuits the actual 
noise bandwidth may differ somewhat.    
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Let’s calculate an example noise bandwidth for a simple circuit. 
 
This circuit is in a non-inverting configuration and has gain of 101V/V. The gain 
bandwidth of the OPA333 is 350kHz, so we get a cutoff frequency or fc of 3.5kHz. 
Because there is no additional filtering on the circuit, it is only affected by the 
dominant pole of the op amp and therefore uses the K factor of 1.57 for a 1-pole 
system. This gives us a noise bandwidth of 5.5kHz. 
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Now that we have the noise bandwidth relationship, we can use it to convert the op 
amp noise spectral density curve to RMS noise. The first equation given in this slide is 
the noise bandwidth equation that we have already discussed.  Simply use the table 
on the previous slide to select the appropriate value for Kn and convert your signal 
bandwidth to noise bandwidth. 
 
The second equation on this slide shows how to convert spectral density to RMS 
noise.  The RMS noise, En_BB, is calculated by multiplying the broadband noise spectral 
density by the square root of the noise bandwidth.  The value for the broadband 
spectral density can be read from the spectral density curve given in the op amp’s 
data sheet.  The relationship for converting noise spectral density to RMS noise is of 
key importance and should be memorized. It helps to remember the units when 
memorizing the formula.  Spectral density in nV/√Hz is multiplied by the square root 
of noise bandwidth; the √Hz from both factors cancels so that RMS voltage has units 
of Volts. 
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Let’s continue the example calculation and determine the RMS broadband noise. The 
noise bandwidth from before is 5.5kHz. We now take the OPA333 input voltage noise 
spectral density and multiply it by the square root of the noise bandwidth to get a 
result of 4uVrms. 
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Let’s move on to the 1/f noise equations. The first equation gives the 1/f noise 
normalized to 1Hz, given by en_normal.  This means that we take a point on the 1/f 
curve and translate the spectral density to a level corresponding to what would be 
read at 1Hz. In general, it is best to choose enf at the lowest frequency possible, 
because this will ensure that 1/f is dominant. 
 
The second equation computes the total RMS noise from the 1/f region.  Notice that 
the equation uses the normalized 1/f noise from the previous equation as well as 
both the upper and lower cutoff frequency.  It’s easy to understand why the upper 
cutoff frequency is used, because it represents the same system bandwidth limitation 
as seen in broadband noise.  But why do we need a lower cutoff frequency 
limitation?   
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Remember that we normally look at noise spectral density on a graph with a 
logarithmic x-axis.  If we instead consider the spectral density curve with a linear x-
axis, it becomes clear that noise increases to infinity at 0 Hz.  The fact that noise is 
infinite at 0 Hz sounds alarming, until you consider that 0 Hz corresponds to infinite 
time.  Infinite time is not practical to consider, so for practical considerations we use 
0.1Hz for fL, the lower cutoff frequency. 0.1Hz corresponds to 10 seconds.  Later, we 
will take a deeper look into low frequency noise and the effect of observing noise 
over long time durations. 
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In fact, if we consider both regions at the same time, you can see that the 1/f and 
broadband region both are present at all frequencies.  At low frequencies, 1/f noise is 
dominant, but broadband noise is still present.  At higher frequencies, the broadband 
noise is dominant, but 1/f is still present.  To find the total combined noise, you must 
add the contribution of the two regions using the root sum of the squares. 
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Hello, and welcome to the lecture for the TI Precision Labs discussing intrinsic op amp 
noise, part 2.  In this lecture we’ll discuss how to accurately simulate and measure 
noise. 
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Earlier in the workshop, we calculated the output noise for the OPA627 circuit shown 
on this slide.  In this lecture we will learn how to solve the same problem using 
simulation.  Using simulation to solve noise problems is much easer than hand 
calculations, so naturally some engineers choose to skip the hand calculations and 
rely only upon simulation.  Don’t fall into this trap!  The hand calculations give useful 
insight into the dominant noise sources, which helps greatly when working to reduce 
noise.  Furthermore, there may be an issue with the simulation that produces an 
erroneous result.  On the other hand, having agreement between simulation and 
hand calculation gives you strong confidence that your answer is correct.  
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Before doing a noise simulation, you need to be verify that the circuit is connected 
properly.  This is important because SPICE will not necessarily issue an error or 
warning if the circuit is miswired.  Often, circuits that are miswired just give an 
incorrect noise simulation result, which can trick you into thinking that your system 
has really great noise performance. The easiest way to be confident that your circuit 
is connected correctly is to run an ac transfer characteristic.  Refer to the lecture on 
Bandwidth for a review of how to run an ac transfer characteristic simulation.  A very 
simple hand calculation for gain and bandwidth can confirm that the simulation 
circuit is working as intended. 
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Another important thing to check before doing a simulation is if the op amp’s SPICE 
model includes noise characteristics.  If you double-click on Texas Instruments models 
in TINA-TI and click “Enter Macro,” a net list viewer will open.  The top of the net list 
on TI models includes a description of what is modeled. The key parameters to look 
for are input voltage noise vs. frequency and input current noise vs. frequency. 
 
Other SPICE software packages will have similar net list viewers. It is important to be 
aware of the fact that not all SPICE models will model noise.  In fact, this applies to 
other parameters as well.  Always be aware of what your model covers, and always 
compare your simulated result to a hand calculation.    
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To run a noise analysis simulation in Tina SPICE, click “Analysis” in the menu bar, then 
click “Noise Analysis.” This brings up the “Noise Analysis” window.  Enter the Start 
frequency and End frequency according to your application.  In this example, we are 
analyzing the same circuit from the hand calculation in Noise 3.  The bandwidth of 
this example circuit is 158kHz.   
 
In general, it is good choose an end frequency that is one or two decades greater 
than the bandwidth of your circuit.  This is done so that we can integrate the skirt of 
the low pass filter response.  The start frequency is generally selected to be 0.1Hz, or 
100mHz, so that the 1/f noise is included.  The default number of points is 100.  This 
is normally sufficient for most calculations, although you can add more points to 
improve accuracy.  Select the “output noise” and “total noise” diagrams. Output 
noise is the noise spectral density measured at any meter or probe.  If you have 
several meters placed on the simulation schematic, you will get one curve for each 
meter.  The Total noise is the RMS noise integrated using the methods that were 
discussed previously.  Let’s take a look at the results for this example. 
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This slide shows the simulation results.  The graph on the left is the spectral density 
plot, called “Output Noise” by TINA-TI. Note that the 1/f, broadband and filtered 
regions are clearly visible.  The filtered region results purely from the op amp’s 
inherent bandwidth limitations, since there is no filter on the circuit.  
 
The graph on the right is the integrated RMS noise, called “Total Noise” by TINA-TI. 
This graph is calculated using the same equations introduced in the hand calculation 
section.  That is, the voltage noise spectral density is squared, integrated across 
frequency, and the square root is taken on the result.  The total noise plot shows the 
noise integrated up to a given frequency with a brick wall filter.  For example, the 
noise integrated from 0.1Hz to 100kHz is about 152uV rms.  Ultimately, the most 
important information that can be taken from this graph is the total noise across the 
circuit’s entire bandwidth. For this example, the total noise across the entire 
bandwidth is about 303uV rms.  Notice that the integrated noise converges to a final 
value. This occurs because the low pass filter response of the op amp limits the total 
noise. In general, you should look for the integrated noise curve to converge as in this 
example.  If it does not converge you may have to increase the “End Frequency” in 
your simulation.   
 
So, how does the simulation result compare with the hand calculations from earlier?  
The total noise from the hand calculation was 324uV rms and the simulation result is 
303uV rms.  This is very good agreement!  In general, you should get good agreement  

126 



between calculation and simulation.  However, there may be some differences from 
secondary effects in the model.  If the difference between the model and hand 
calculation is greater than 20%, you should double check the simulation model and 
your hand calculations to find a discrepancy. 
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Now that we know how to do noise simulations let’s try a few more examples.  This 
example is the same circuit that we just simulated, except that a filter capacitor Cf of 
1nF is added.  This filter will decrease the impedance of the parallel combination of Rf 
and Cf at high frequencies.  This causes the closed-loop gain to reduce with 
frequency, because the closed-loop gain is equal to the impedance of the feedback 
network divided by R1, +1.  At some frequency the capacitor effectively becomes a 
short, which reduces the closed-loop gain to 1V/V or 0dB.  The gain will remain at 0dB 
until the op amp’s bandwidth limit causes the gain to further decrease further.  
Notice that this curve on the bottom left shows the effects with and without the 
filter.  You can see that when the filter capacitor is acting like a short, the attenuation 
is about 40dB. 
 
The output noise, or spectral density, curve, on the top right is simulated from the 
input noise spectral density multiplied by the circuit’s gain vs. frequency.  Thus, the 
filter attenuates the noise by about 40dB maximum.  Finally, the integrated noise 
curve on the bottom right tells us that the total output noise is reduced from 303uV 
rms to about  36uV rms.  The filter reduced noise by a factor of 8.5!  As long as your 
application doesn’t need the bandwidth, this is a very effective way to reduce noise.  
However, this method works best with amplifiers that have high gain.  Let’s consider 
an amplifier with lower gain.   
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In this example the closed-loop gain is 2V/V or 6dB.  The filter behaves in the same 
way, except that the effective attenuation when the capacitor is acting like a short is 
only 6dB.  In general, this type of filter will reduce the gain from the dc gain to a gain 
of 1V/V.  Thus, this filter is most effective for circuits with high gain.  
 
Looking at the spectral density curve on the top right, you can see the noise 
reduction from the filter occurs in the broadband region. Finally, the integrated noise 
curve on the bottom right with and without the filter shows that noise is reduced 
from 36 to 21uV.  Noise is reduced by a factor of 1.7 for this circuit, but was reduced 
by a factor of 8.5 for the previous high- gain circuit!   
 
We can see from this example that the Cf filter is not as effective for low gain circuits.  
In this case, how do we properly filter noise from low gain circuits? 
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Using an external filter, which is a filter outside the op amp feedback loop, is the 
most effective way to reduce noise in circuits with low gain.   
 
Looking at the gain vs. frequency curves on the bottom left, we see that the gain for 
the circuit with an external filter continuously rolls off, where as the gain for the 
circuit with the CF filter reduces to 0dB and remains constant until the op amp roll-off 
region.  The external filter provides significantly more attenuation than the Cf filter.   
 
The benefit of the external filter is also clear when looking at the spectral density 
curve on the top right.  Finally, the integrated noise curve on the bottom right 
compares the noise without the filter, with a Cf filter and with an external filter. The 
external filter reduces noise by a factor of 20!  The only disadvantage to using the 
external filter is that the output impedance is now high as compared to the op amp 
output.  This is ok if the next stage has a high input impedance; however, there will be 
significant errors for low impedance loads. 
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This slide shows a typical digitizing oscilloscope, measuring its noise floor in three 
different configurations.  The worst configuration, shown on the right, has a noise 
floor of 8mVpp.  In this case, a 10x scope probe is used and the scope bandwidth is 
set to the full 400MHz. 
 
A significant improvement can be achieved by replacing the 10x scope probe with a 
direct BNC connection or 1x scope probe.  Making this change effectively decreases 
the noise floor by a factor of 10, as shown in the center image.  Notice that the 
vertical range changed from 10mV per division to 1mV per division. 
 
The best noise floor occurs when a BNC connection is used along with the bandwidth 
limiting feature, as shown on the left.  In this example, limiting the bandwidth to 
20MHz reduces the noise from 0.8mV to 0.2mV or less. 
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This slide shows a few additional tips that can help improve the performance of your 
scope measurements.  First, you should avoid using the scope probe’s GND lead.  
It can act as a loop antenna and receive extrinsic noise, giving you errors in your 
measurements.  If possible, remove the scope probe cap and use a direct GND 
connection (as shown on the top right).  Note that the internal shaft on the scope 
probe is connected to ground.  Also, it is important to always measure the noise 
floor of your scope.  One way to do this is by using a shorting cap as shown in the 
figure on the bottom right.  Another method is to short the end of your scope 
probe or measurement cable.  However, as was mentioned previously, your cable 
or scope probe can act as an antenna.  Using a shorting cap will tell you the noise 
floor of the scope without adding any noise pick-up on the cable.  It may be useful 
to try both methods to determine if you are picking up noise on your cable. 

 

Once you have properly configured your oscilloscope, measuring noise is done by 
adjusting the time scale to match the bandwidth of your circuit.  Later we will 
show an example measurement of the circuit that we did hand calculation and 
simulation for.   
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In addition to the proper configuration of oscilloscopes and spectrum analyzers, other 
aspects of your test setup can also have a huge impact on the quality of your 
noise measurement. 

 
1. First, use a well shielded and grounded environment.  Make sure that the shield is 

grounded, and any gaps in the shield are minimized.  Copper and steel are good 
choices for shielding material. We often use a modified steel paint can as a shield 
for our noise circuits. 

2. As mentioned before, if possible, make all circuit connections directly and with 
BNC cables. 

3. Use batteries or linear power supplies in order to provide the lowest-noise power 
possible. 

4. A BNC shorting cap is useful when measuring the noise floor.  Don’t leave un-
terminated or floating inputs on your devices, as these will tend to pick up 
extrinsic noise. 
 

Remember, the goal of this testing is to measure the intrinsic noise, so these 
precautions are focused on eliminating sources of extrinsic noise. 
 



Let’s now apply all of these real-world techniques to the OPA627 example circuit 
from our hand calculations and simulations. This circuit was connected directly to an 
oscilloscope with a BNC cable. As previously mentioned, the direct BNC connection is 
better than a 10x scope probe because the noise floor is ten times better.   

 

The measured output noise voltage was 400uVRMS while the calculated result from 
earlier was 325uVRMS. There is some discrepancy in the measurement, which is typical 
for scope measurements.  The discrepancy results from process variations in the 
device as well as measurement accuracy limitations of the test equipment.  In 
general, the agreement between measured and calculated noise should be on the 
order of ±20%. 

 

If the discrepancy is large, first confirm that the device is connected properly and is 
functional.  Next, make sure that the equipment is configured properly.  Always 
confirm that the system noise floor is low enough to allow for accurate results.  
Assuming that there are no functionality or equipment issues, the next thing to 
consider is extrinsic noise.  Try improving the shielding environment.  If you still see 
large discrepancies after thoroughly troubleshooting the circuit, you should try a 
noise measurement with a spectrum analyzer to get a deeper understanding of the 
system’s noise characteristics.  You may discover, for example, that switching noise at  
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a specific frequency is significantly affecting the noise.     
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Hello, and welcome to part 1 of the TI Precision Labs lecture on op amp stability.  In 
this lecture we will introduce the theory behind op amp stability and introduce the 
conditions for a circuit to be stable. We’ll also show the common causes of op-amp 
stability issues, and how to identify these stability issues in the lab using standard test 
equipment.  
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Here is an example of what can happen if a circuit’s stability is not verified 

before going to production.  An op amp circuit that is unstable will have an 

unpredictable or unexpected output with poor transient performance.  This 

typically results in large overshoots and ringing when changes occur on the 

input or load, but may also result in sustained oscillations.  Often stability 

problems are caused by connecting a capacitor to the output or to the inverting 

input of the amplifier.   
  
This op amp supply-splitter circuit was designed to deliver a constant 2.5 V dc output 
for the reference voltage in a system. However, the unstable design resulted in a 
sustained output oscillation, which has turned the DC reference voltage into a sine 
wave!   
 
Even though this circuit is meant to operate with a dc input and output, transient 
disturbances on the input, power-supplies, or on the output may cause the amplifier 
to begin to oscillate.  Therefore, we recommend checking every op amp circuit for 
stability regardless of the closed loop signal frequency of operation. 
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Too much delay between the amplifier output and the inverting feedback node is a 
straightforward way to visualize the root cause of op amp stability issues.   
 
The effects of feedback delay are displayed in the example shown by observing the 
voltages at the amplifier output, Vopa, and inverting input, Vfb, when a step is 
applied to the input, Vin.  When Vin changes, Vopa responds in an effort to set Vfb 
equal to Vin which will reestablish the “virtual short” between the inputs.   
 
However, the feedback delay results in an erroneous voltage at Vopa by the time Vfb 
equals Vin.  As a result Vfb continues to rise and overshoots the input voltage causing 
Vopa to reverse directions.  Depending on the severity of the delay the output may 
settle, or may result in a sustained oscillation as shown here.   
 
 



While the op amp circuit with the RC delay elements in the feedback path looks 
strange and unrealistic, many standard op amp circuits inadvertently create the same 
situation when external circuit components interact with non-ideal op-amp 
properties.   
 
For example an op amp’s open-loop output impedance, Ro, frequently interacts with 
the circuit load capacitance, Cload, to form a delay.  Another delay is commonly 
formed when the feedback resistance, RF, interacts with the parallel combination of 
the op amp input capacitance, Cin, and any stray PCB capacitance.   
 
The delay caused by either of these situations can result in stability issues if not 
properly taken into consideration.. 



So, without further ado, here are the most common circuits and applications involved 
in op amp circuit stability issues.  These circuits all create unwanted delay from the 
output to the feedback node and can be divided into two distinct groups based on 
the issue they cause in the op amp control loop.   
 
The first, and most common group of circuits are those that disturb the open-loop 
gain of the amplifier circuit by presenting a capacitive load, either directly or due to 
parasitic elements, on the output of the amplifier.  Examples of these circuits include 
voltage reference buffers, cable/shield drive circuits, and MOSFET drive circuits.   
 
The second group of circuits disturb the feedback network of the amplifier circuit due 
to interaction between the input capacitance and large valued feedback resistors 
used in the circuit.  Common  examples of these circuits include transimpedance 
amplifiers, circuits designed for low-power operation, and circuits that feature 
transient suppression elements on the inverting input. 
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Although solving op amp stability issues takes practice and experience, identifying 
them in the lab is generally straightforward.   
 
An input step signal generator and an oscilloscope are all that is required.  The input 
step could come from a DAC that’s already in the system or from an external function 
generator.  If they are available, gain/phase analyzers and network/spectrum 
analyzers can also be used to help identify stability issues.   
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Here are some images of output signals from unstable circuits taken with common 
lab oscilloscopes.   
 
A circuit with a dc output may look stable when first observed on an oscilloscope 
until the loop is disturbed when a small-signal step or square wave is applied to the 
input.  An unstable circuit’s output will overshoot the input signal and will then ring 
back and forth until the output settles out.   
 
The magnitude of the overshoot and the duration of the ringing directly relate to the 
severity of the of stability issue.  Circuits with minor stability issues may feature 
modest overshoots with minimal ringing.  More severe stability issues will result in 
overshoots equal to or greater than the input signal with significant ringing as shown 
in these examples.   
 
The most severe stability issues can result in sustained output oscillations without 
having to apply a signal to the input to disturb the loop.  These circuits can produce a 
wide variety of strange looking output signals which may not always be pure sine-
waves as possibly expected.   
 
Although not featured here, unstable dc outputs and higher than expected distortion 
readings can be more subtle signs of a stability issue.   
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In addition to oscilloscopes, gain/phase analyzers can be used to measure the 
frequency response of a circuit which can also be used to identify stability issues.  
These results compare a circuit’s simulated gain/phase response versus the measured 
response.    
 
Gain peaking, rapid phase shifts in the frequency domain, or unexpected gains are all 
indicators of circuit stability issues. 
 
When trying to measure the gain and phase of an unstable circuit it is common for 
the measured response to appear jagged or not clean and may be difficult to 
measure over the full frequency range.  Watch for those more subtle signs of stability 
as well. 
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Once a stability issue is identified, the next step is to solve it! There are several 
methods available, and the best method to use depends on the final application. 
 
In this lecture, we’ll introduce two of the more common techniques. The first 
technique uses an isolation resistor, Riso, to compensate the circuit at the expense of 
DC accuracy due to the voltage drop across Riso.   
The second technique pulls Riso back into the feedback loop, allowing the op amp to 
eliminate the voltage drop across Riso at the expense of settling time.  
 
We’ll explore the different methods to stabilize circuits after we review the necessary 
theory to understand, simulate, and compensate a feedback network.  
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This slide is a review from the lecture on op amp bandwidth.  It illustrates the 

equations for a pole and its associated magnitude and phase response on 

Bode plots. A pole causes a negative 20 dB/decade decrease in the slope of 

the magnitude response after the pole frequency, fp.  The pole also causes a 

negative 90 degree phase shift in the phase response beginning roughly a 

decade before fp and ending roughly a decade afterwards. 

 

At fp the magnitude response will have decreased by negative 3 dB, and the 

phase will have shifted by negative 45 degrees.  While the pole results in a 

total phase shift of 90 degrees over about 2.5 decades, the phase shift is 

equal to negative 5.7 degrees a decade before fp and negative 84.3 degrees a 

decade after fp.    
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This slide, also from the op-amp bandwidth lecture, illustrates the equations for 

a zero and its associated magnitude and phase response on Bode plots.  A 

zero causes a positive 20dB/decade increase in the slope of the magnitude 

response after the zero frequency, fz.  The zero also causes a positive 90 

degree phase shift in the phase response beginning roughly a decade before 

fz and ending roughly a decade afterwards. 

 

At fz the magnitude response has increased by plus 3 dB and the phase has 

shifted by positive 45 degrees.  While the zero results in a total phase shift of 

positive 90 degrees over about 2.5 decades, the phase shift is equal to 

positive 5.7 degrees a decade before fz and positive 84.3 degrees a decade 

after fz.    
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It is helpful to use an intuitive model for the op amp when performing ac stability 
analysis because of the complexity of modern op amps.  In this simplified “stability” 
model, the differential input voltage applied to the inputs is passed to the amplifier 
output stage where it passes through the amplifier open-loop gain, followed by the 
open-loop output impedance before it reaches the output terminal.   
 

The open-loop gain, or Aol, of an op amp represents the maximum gain that can be 
applied over frequency to the differential voltage applied between the inputs of the 
device.  Aol for an ideal amplifier is infinite and is not limited by frequency.  Modern 
op amps can have open loop gains in excess of 1 million volts per volt, or 120dB at 
low frequencies and unity-gain bandwidths from 10’s of kHz up to several GHz. 

 

The open-loop output impedance, Zo, is a measure of the impedance of the open-
loop output stage of the op amp. Zo should not be confused with the amplifier’s 
closed-loop output impedance, Zout, which depends on Zo, Aol, and the circuit 
configuration.  To keep the stability analysis focused on the basic concepts for this 
series, the behavior of the Zo will be viewed as a resistor over all frequencies of 
interest.  In truth Zo canl vary widely over frequency for newer rail-to-rail output 
stages making stability analysis more difficult.  Complex output impedance will be 
discussed in the advanced section at the end of this series after a firm understanding 
of analysis with resistive output impedance has been developed.   
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To control the large open-loop gain of modern amplifiers, negative feedback is 
required between the output of the amplifier and the inverting input.  This is referred 
to as “closing the loop.”  In this circuit, the loop is closed with Rf and R1 which create 
a voltage divider, and therefore an attenuation, between the output and the inverting 
input.  The ratio of the resistors determines the amount of the output that is fed back 
to the input which is defined as the feedback factor, or Beta, of the circuit.   
 
Closing the loop results in a closed-loop gain, Acl, that is equal to Aol divided by 1 
plus Aol multiplied by Beta. Aol multiplied by Beta is referred to as Loop-gain.  When 
the loop-gain is large, the closed-loop gain formula can be simplified to equal 1/Beta.  
In this example 1/Beta equals 1+Rf/R1, which can be recognized as the gain of a non-
inverting amplifier circuit.  
 
Closed-loop gain through negative feedback is a fundamental concept in amplifier 
circuit design and should be thoroughly understood.  Let’s review it again quickly.  The 
amplifier will adjust it’s output to equalize the two inputs establishing the virtual 
short between them.  Therefore an attenuation from the output to the input, set by 
Beta, forces the output to be larger than the input by the inverse of Beta.  This is how 
the ratio of the feedback resistors sets the closed-loop gain of the circuit.  . 
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First, we must define when an amplifier is unstable. Looking back at the op amp 
closed-loop gain equation, we remember that Acl = Aol / 1+ AolB. Taking a closer 
look, we can see that if AolB, or the loop gain, equals -1, we get zero in the 
denominator and therefore Acl becomes undefined. This is the mathematical 
definition of instability. How can this happen in a real circuit? 
 
Well, at some point in frequency AolB will equal 0dB, which is equal to 1V/V. If 
enough delay is introduced into the feedback path, the phase in the feedback 
network will shift 180 degrees relative to Vin. A 180 degree phase shift is equivalent 
to an inversion of the input, or -1. Therefore, when the gain of AolB = 0dB and the 
phase has shifted by 180 degrees, the result is AolB = -1. 
 
The term “Phase Margin” is used to define how close a circuit is to this condition. 
Phase margin is simply the phase of AolB at the frequency where AolB = 0dB. For 
example, 10 degrees of phase margin means that AolB has shifted by 170 degrees at 
the point where AolB = 0dB. 
 
As you can see, loop gain or AolB is a key component of stability analysis. How can we 
observe loop gain? 
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Well, first we can consider the loop gain magnitude using a Bode plot. Using the same 
circuit as before, we have a gain of 10V/V, or 20dB, so 1/B is a constant 20dB over 
frequency. The circuit’s Aol is also shown. To find the magnitude of AolB, we can 
simply subtract 1/B from Aol. This might not seem intuitive, but the mathematical 
relationship shown on the right side of the slide proves this using the properties of 
logarithms. 
 
Remember in the last slide we stated that the phase margin is the loop gain phase at 
the frequency where AolB = 0. This frequency is called fc. This is also the frequency 
where Aol and 1/B intersect, which makes sense since the difference of two equal 
values is always zero.  
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To measure the phase margin, we need to know the loop gain phase, or phase of 
AolB, over frequency. Using the same log properties as before, we can simply subtract 
the phase of 1/B from the phase of Aol to get the phase of AolB.  
 

In this example, a capacitor was added to the feedback network of the op amp 
circuit. At DC the capacitor is open, so the gain is the same as before at 10V/V. At 
some higher frequency, the capacitor causes the impedance of the combination of R1 
and C1 to decrease, so the gain of the circuit increases by +20dB/decade. This can be 
seen from the zero in the 1/B plot. Looking at the phase, the 90° increase in the 
phase of 1/B creates a 90° decrease in the phase of AolB, so phase margin 

becomes very low at only 8°. 
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Now that we know how to observe phase margin, let’s review what it’s actually 
telling us. Remember that what we want is to avoid the condition where the loop 
gain, AolB, equals -1. That means we have a phase shift of 180 degrees at fc, or 0 
degrees of phase margin. For optimal stability, we use a rule of thumb which states 
that a phase margin of 45 degrees or higher is required. While a circuit may work 
with phase margin less than 45 degrees, it is considered to be only marginally stable 
and will still show overshoot and ringing. Also keep in mind that different devices will 
have different characteristics due to process variation, temperature, component 
value tolerances, and other fluctuations, so for a robust design you should really 
meet the 45 degrees of phase margin minimum requirement. 
 
That being said, phase margin isn’t the only way to analyze stability. Another method 
exists which is simpler, and can actually give more information about what causes the 
stability problem in a circuit. 
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This method is called rate of closure analysis. To use this method, we only need to 
consider the gain plots of Aol and 1/B. These plots have well-defined slopes due to 
the poles and zeros in their transfer functions. By analyzing the rate of closure of Aol 
and 1/B at fC, the point where they intersect, we can quickly determine the stability 
of a circuit. The rule of thumb for this method is that the rate of closure at fc must 
equal 20dB for optimal stability. 
 
Let’s use our same circuit example from earlier with a capacitor on the op amp 
negative input. That capacitor causes a zero in 1/B, which makes 1/B increase with a 
slope of 20dB/decade. The Aol curve of the op amp is decreasing at 20dB/decade due 
to the op amp’s dominant pole. When they intersect at fc, the rate of closure is the 
absolute value of the slope of Aol minus the slope of 1/B, which works out to be 
40dB. Since the rate of closure is greater than 20dB, we can conclude that the circuit 
is unstable. 
 
Besides being quick and easy to check, the rate of closure method has another 
benefit of showing us what in the circuit is contributing to instability. In this example, 
the slope of Aol is normal, and we see only the effect of the op amp dominant pole. 
However, the rise in 1/B indicates a zero in the feedback network, so we can then 
take steps to compensate for it. Phase margin alone does not give us this information. 
 
The rate of closure method works because the slopes of Aol and 1/B are linked to the  
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poles and zeroes in the circuit. A 20dB rate of closure means a circuit is only under 
the net influence of 1 pole, which means the phase margin is at least 45 degrees, 
enough for optimal stability. 
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We can also analyze this circuit from earlier in the lecture using the rate of closure 
method. In this case, there is no capacitor in the feedback network, so there is no 
zero and therefore no increase in 1/B. Aol is still decreasing with a slope of -
20dB/decade as before. The rate of closure is now the absolute value of -20dB – 0dB, 
or 20dB. We can conclude that this circuit is stable. 
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As shown in the previous slides, rate of closure and phase margin are closely 
connected. We can predict one value based on the other, and this slide gives three 
different examples of rate of closure and their corresponding phase margins. 
 
In the first case, we have a rate of closure of 20dB/decade, so the circuit is stable and 
we have between 45 and 90 degrees of phase margin. This is the best case. 
 

In the second case, we have a zero in 1/B right at fc, so the rate of closure is 
beginning to change. At fc the rate of closure is somewhere between 20 and 40dB per 
decade, which corresponds to about 45 degrees of phase margin. Remember that a 
zero causes a total phase shift of 90 degrees, but 45 degrees of phase shift right at 
the zero frequency, so we get a total of 90 degrees of phase shift from the Aol 
dominant pole and 45 degrees of phase shift from the zero at fc. This leaves 45 
degrees of phase margin. 

 
In the final case, we have a zero in 1/B well before fc, so the rate of closure is exactly 
40dB/decade. This results in between zero and 45 degrees of phase margin. 
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Phase Margin can also be indirectly measured on closed-loop circuits in the time 
domain and in ac gain/phase measurements. In the time domain, we can observe 
phase margin based on the overshoot of an op amp’s output relative to a small-signal 
step input. In the frequency domain, we can observe phase margin based on the 
maximum AC peaking in the circuit’s transfer function compared to the DC gain. 
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In the time domain the percent overshoot to a step input can be used to indirectly 
calculate the phase margin. In this example, a 10mV step was applied. The output 
overshoot reached 14.3mV, or 4.3mV above the intended output. This corresponds to 
a percent overshoot of 43%. Using the phase margin vs. percentage overshoot plot, 
we can see that 43% of overshoot results in only 29 degrees of phase margin. 
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In AC Gain/Phase plots, the amount of ac peaking relative to the DC gain can be used 
to indirectly measure the phase margin of a circuit. In this example, the AC transfer 
function is peaking at 6dB, while the DC gain is 0dB. A total peaking of 6dB again 
results in 29 degrees of phase margin. 
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Hello, and welcome to part 2 of the TI Precision Lab lecture on op amp stability. In 
this lecture we’ll show how to simulate circuit stability in SPICE, as well as show 
several methods for stabilizing circuits. 
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However, a circuit without feedback will not simulate properly because the output 
will go to one rail or the other. This causes incorrect Aol or output characteristics to 
be displayed. As shown here, the op-amp output is near the positive rail, resulting in 
an erroneously Aol curve. 
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To correct for this, we need to do a simple manipulation of the circuit. SPICE 
simulators need a DC operating point in order for the models to converge properly, so 
a DC feedback path is required. This is equivalent to the circuit at the top left, where 
switch L1 is closed and switch C1 is open. At AC, we want the feedback loop to be 
open and apply a signal through the feedback network to determine the open-loop 
characteristics. This is equivalent to the circuit at the bottom left, where switch C1 is 
closed and switch L1 is open.  
 
Thankfully, there’s a straightforward way to do this in a circuit that meets both the DC 
and AC criteria. Switch L1 is replaced with a 1T inductor, and switch C1 is replaced 
with a 1TF capacitor. This gives us a DC operating point, where L1 acts like a short and 
C1 acts like an open, and at some very small AC frequency the inductor acts like an 
open circuit and C1 acts like a short, giving us the proper connections at AC as well. 
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In order to successfully generate the open-loop curves to perform the rate-of-closure 
and phase margin analysis, the feedback loop of the op amp needs to be broken.  
Then, a small signal source can excite the high-impedance node of where the loop 
was broken and measurements can be taken at the input (Vfb) and output (Vo) to 
derive the desired curves.   
 
With the op-amp feedback loop broken as shown here, the equations for generating 
the curves are as follows: 
Aol_loaded = Vo/Vfb 
1/B = 1/Vfb 
Aol*B = Vo 
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Before checking the AC behavior of the circuit, a quick check of the DC operating 
point should be done. Simply click Analysis, DC Analysis, and Calculate Nodal Voltages 
to do this. Vfb should show the input offset voltage, or Vos, of the op amp, while Vo 
will show Vos multiplied by the closed-loop gain. 
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Once you’ve verified the DC functionality of the circuit, perform an AC transfer 
characteristic analysis over the op-amp bandwidth. Click Analysis, AC Analysis, AC 
Transfer Characteristic to do this. 
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TINA by default will only display the curves which have markers, which in this 
example is Vo and Vfb. To add the desired curves for open-loop analysis, click the 
post-processor button in the result window. 
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Write the proper equations for Aol and 1/β in the line editor, name them, and then 
create the curves. A new curve can be added for Aol*β,  but since it equals “Vo” 
which is already displayed, this is not necessary. 
 
Please note, the editor will not allow the entry in the “New Function Name” box to 
begin with a number or have special characters. Therefore “1/Beta”, or “1Beta” are 
not allowed.  We recommend to use “Beta1” for the 1/Beta curve name.   

173 



Here’s what the results will look like with the new curves added.  The next steps will 
format the results to make them easier to view. 
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Click View, then Show/Hide curves. Select only the curves Vo, Aol, and Beta1. Then, 
double-click the x-axis and y-axis to bring up the “Set Axis” window. Change the x-axis 
to a logarithmic scale, 8 ticks, lower limit 1Hz, upper limit 10MHz. Change the y-axis 
to a linear-in-dB scale, 9 ticks, lower limit -40dB, upper limit 120dB. 
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The final step is to measure the phase margin on the curves.  The easiest method is 
to place a cursor on the Aol*β curve and then type “0” into the “y:” text box to set 
the cursor to the fc frequency.  Then click the “Legend” button and place it on the 
screen, which will display the phase of Aol*β at fc.  This is the phase margin. 
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We’ve told you earlier in the presentation, and you may have seen in your 
experience, that capacitive loads cause instability such as the overshoot and ringing 
shown on the right. Why does this happen? We’ll explain why in this section of the 
lecture. 
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Using the steps shown previously, we ran an open-loop simulation on the circuit 
shown here with a 10nF capacitor on the op amp output.  As the results show, the 
10nF capacitive load results in a pole in the Aol curve which degrades the Aol*ß 
phase to only 4 degrees at fc.  Let’s examine why this happens. 
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If we take a look at a simplified representation of the open-loop circuit, we see that 
the input signal passes through the Aol gain block and then the series open-loop 
output impedance, Ro, before reaching the op amp output, Vo.  With a capacitor, 
Cload, on Vo, the op amp loaded Aol curve is divided down by an RC voltage divider. 
 



The AC  transfer function of the equivalent load RC circuit has been plotted here.  The 
pole location can be calculated from the transfer function and is shown at the bottom 
of the slide. 



If the original op amp Aol curve and the Aol load curve are combined, the result is the 
loaded Aol curve shown on the bottom.  As shown, the pole from the interaction of 
Ro and Cload causes a change to a -40dB/decade Aol magnitude slope and a 
degraded unity-gain phase margin. 



The Riso method is quite simple. It works by adding a zero to the Aol curve to cancel 
the pole from Ro and Cload. 



Looking at the open-loop results from the “Riso” compensation method, a zero can 
be seen cancelling the pole from Riso and Cload.  This results in a return to a 
20dB/decade Aol slope and significantly improved phase margin. 



We can look at the Riso circuit the same way we looked at the original circuit.  Here 
we see another voltage divider on the Aol output.  This time there are two elements, 
Riso and Cload, on the bottom of the divider and Ro on the top leg of the divider.   



We can still compare this circuit to a classic resistive voltage divider. Remember, the 
transfer function of a resistive voltage divider is the resistance of the bottom leg 
divided by the sum of both the top and bottom impedances. The same applies to the 
circuit with Ro, Riso, and Cload, as shown on the right. Ro makes up Z1, the 
impedance of the top leg, while the series combination of Riso and Cload make up 
Z2, the impedance of the bottom leg. The transfer function can be simplified to the 
form shown at the bottom-right. The numerator shows a zero dependent only on Riso 
and Cload, both external circuit components, while the denominator shows a pole 
dependent on Ro, Riso, and Cload. 
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The resulting Laplace transfer function for this circuit is shown here. Again, with a 
single “s” term in both the numerator and denominator it is clear that there is now 
both a pole and a zero in the transfer function.  The equations for the pole and zero 
frequency can be calculated from the transfer function. Plotting the AC transfer 
function, you can see that the positive phase shift from the zero cancels the negative 
phase shift from the pole, causing a net phase shift of zero degrees. 



Adding the Aol and Aol load curves together as before, we can again see that the zero 
added by Riso cancels the pole in the Aol curve and restores the phase margin to an 
acceptable level for stability.   



To design the Riso circuit for between 60 and 90 degrees of phase margin (depending 
on the op amp unity-gain phase margin and location of the Aol pole), first find the 
frequency where the Loaded Aol curve is equal to 20dB, f(Aol = 20dB).  Using the Riso 
equations shown on the left and plugging in the values for Cload and f(Aol = 20dB), 
the Riso value is calculated to be 108 Ω in this example. 



In summary, find the f(Aol = 20dB) frequency and set the zero there by calculating 
Riso.  While the theory behind this is not shown here, if the zero frequency ends up 
greater than ~1.5 decades from the pole, the Riso value should be increased to 
prevent the Aol*ß phase from dipping too low in the loop.  If Riso is equal to at least 
Ro/34, then the zero will be within 1.5 decades of the pole.  If the circuit is not 
required to deliver larger output currents then consider increasing Riso to be equal to 
or larger than Ro and the circuit will be stable under basically all capacitive loads.  



Comparing the transient response of the circuit both with and without Riso 
compensation, we can see the significant improvement by using Riso. Without Riso, 
the output of the circuit shows heavy overshoot and ringing. 
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While the Riso circuit is both simple to implement and design it has a big 
disadvantage in precision circuits.  The voltage drop from Riso is dependent on the 
output current or output load, and may be significant compared to the desired signal.  
As shown here a 10mV signal has over 3mV (30%) of error due to a 250Ω output load.   



A solution to the voltage drop problem from the Riso circuit is to implement the “Riso 
+ Dual Feedback” circuit shown here. 



The Riso + dual feedback circuit works by having an equivalent circuit at both DC and 
AC.  
 
At DC, the feedback capacitor CF acts as an open circuit and RF closes the feedback 
loop around Riso.  Since Riso is now in the op amp feedback loop, the op amp output 
will increase to overcome the Riso voltage drop such that the load voltage, Vload, is 
equal to Vin.   
 
At AC frequencies, CF acts as a short.  When this happens, RF can be thought of as an 
open-circuit because the impedance of CF, XCF, will be much smaller than the 
impedance of RF. Therefore, at AC, this circuit looks effectively the same as the 
standard Riso circuit. 



The first design step in this circuit is to select Riso.  The same method that was used 
to select Riso in “Method 1: Riso” is used here, and Riso is selected to produce a zero 
in the Aol curve at f(Aol = 20dB).     
 
Then, RF can be selected to any value greater than 100*Riso in order to prevent 
interactions with Riso.   
 
The last step is to select a value of CF in the range shown. Using this range ensures 
that the two feedback paths, Rf and Cf, will never create a resonance that would 
cause instability. Smaller values for CF will result in faster settling time, at the expense 
of overshoot for certain load ranges.   



The results show that the output and load voltage arrive at the final level without 
excessive overshoot or ringing, indicating a stable system.  The increase in Vo to 
overcome the voltage drop from Riso can also be clearly seen here. 
 
 



In summary, this presentation explained how to simulate the open-loop behavior of 
op amp circuits, and continued by showing how to use that information to stabilize 
circuits. Two methods were introduced, the Riso method which is simple and 
effective but sacrifices DC accuracy, and the Riso + dual feedback method which has 
good DC accuracy, but longer settling time and less flexibility. Keep in mind that these 
two stability lectures barely scratch the surface of op amp stability. Don’t hesitate to 
reach out to your op amp experts for assistance with solving your stability questions! 
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That concludes the lecture manual – thank you for your time! 

197 



198 



IMPORTANT NOTICE

Texas Instruments Incorporated and its subsidiaries (TI) reserve the right to make corrections, enhancements, improvements and other
changes to its semiconductor products and services per JESD46, latest issue, and to discontinue any product or service per JESD48, latest
issue. Buyers should obtain the latest relevant information before placing orders and should verify that such information is current and
complete. All semiconductor products (also referred to herein as “components”) are sold subject to TI’s terms and conditions of sale
supplied at the time of order acknowledgment.
TI warrants performance of its components to the specifications applicable at the time of sale, in accordance with the warranty in TI’s terms
and conditions of sale of semiconductor products. Testing and other quality control techniques are used to the extent TI deems necessary
to support this warranty. Except where mandated by applicable law, testing of all parameters of each component is not necessarily
performed.
TI assumes no liability for applications assistance or the design of Buyers’ products. Buyers are responsible for their products and
applications using TI components. To minimize the risks associated with Buyers’ products and applications, Buyers should provide
adequate design and operating safeguards.
TI does not warrant or represent that any license, either express or implied, is granted under any patent right, copyright, mask work right, or
other intellectual property right relating to any combination, machine, or process in which TI components or services are used. Information
published by TI regarding third-party products or services does not constitute a license to use such products or services or a warranty or
endorsement thereof. Use of such information may require a license from a third party under the patents or other intellectual property of the
third party, or a license from TI under the patents or other intellectual property of TI.
Reproduction of significant portions of TI information in TI data books or data sheets is permissible only if reproduction is without alteration
and is accompanied by all associated warranties, conditions, limitations, and notices. TI is not responsible or liable for such altered
documentation. Information of third parties may be subject to additional restrictions.
Resale of TI components or services with statements different from or beyond the parameters stated by TI for that component or service
voids all express and any implied warranties for the associated TI component or service and is an unfair and deceptive business practice.
TI is not responsible or liable for any such statements.
Buyer acknowledges and agrees that it is solely responsible for compliance with all legal, regulatory and safety-related requirements
concerning its products, and any use of TI components in its applications, notwithstanding any applications-related information or support
that may be provided by TI. Buyer represents and agrees that it has all the necessary expertise to create and implement safeguards which
anticipate dangerous consequences of failures, monitor failures and their consequences, lessen the likelihood of failures that might cause
harm and take appropriate remedial actions. Buyer will fully indemnify TI and its representatives against any damages arising out of the use
of any TI components in safety-critical applications.
In some cases, TI components may be promoted specifically to facilitate safety-related applications. With such components, TI’s goal is to
help enable customers to design and create their own end-product solutions that meet applicable functional safety standards and
requirements. Nonetheless, such components are subject to these terms.
No TI components are authorized for use in FDA Class III (or similar life-critical medical equipment) unless authorized officers of the parties
have executed a special agreement specifically governing such use.
Only those TI components which TI has specifically designated as military grade or “enhanced plastic” are designed and intended for use in
military/aerospace applications or environments. Buyer acknowledges and agrees that any military or aerospace use of TI components
which have not been so designated is solely at the Buyer's risk, and that Buyer is solely responsible for compliance with all legal and
regulatory requirements in connection with such use.
TI has specifically designated certain components as meeting ISO/TS16949 requirements, mainly for automotive use. In any case of use of
non-designated products, TI will not be responsible for any failure to meet ISO/TS16949.

Products Applications
Audio www.ti.com/audio Automotive and Transportation www.ti.com/automotive
Amplifiers amplifier.ti.com Communications and Telecom www.ti.com/communications
Data Converters dataconverter.ti.com Computers and Peripherals www.ti.com/computers
DLP® Products www.dlp.com Consumer Electronics www.ti.com/consumer-apps
DSP dsp.ti.com Energy and Lighting www.ti.com/energy
Clocks and Timers www.ti.com/clocks Industrial www.ti.com/industrial
Interface interface.ti.com Medical www.ti.com/medical
Logic logic.ti.com Security www.ti.com/security
Power Mgmt power.ti.com Space, Avionics and Defense www.ti.com/space-avionics-defense
Microcontrollers microcontroller.ti.com Video and Imaging www.ti.com/video
RFID www.ti-rfid.com
OMAP Applications Processors www.ti.com/omap TI E2E Community e2e.ti.com
Wireless Connectivity www.ti.com/wirelessconnectivity

Mailing Address: Texas Instruments, Post Office Box 655303, Dallas, Texas 75265
Copyright © 2016, Texas Instruments Incorporated

http://www.ti.com/audio
http://www.ti.com/automotive
http://amplifier.ti.com
http://www.ti.com/communications
http://dataconverter.ti.com
http://www.ti.com/computers
http://www.dlp.com
http://www.ti.com/consumer-apps
http://dsp.ti.com
http://www.ti.com/energy
http://www.ti.com/clocks
http://www.ti.com/industrial
http://interface.ti.com
http://www.ti.com/medical
http://logic.ti.com
http://www.ti.com/security
http://power.ti.com
http://www.ti.com/space-avionics-defense
http://microcontroller.ti.com
http://www.ti.com/video
http://www.ti-rfid.com
http://www.ti.com/omap
http://e2e.ti.com
http://www.ti.com/wirelessconnectivity

