In choosing a search algorithm to implement motion estimation for video compression, the major issues are the computational complexity and the data I/O.
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Communicating information among multiple parties is a fundamental property of any society. Today, we communicate via text, speech, audio, and video in everyday situations. However, the amount of information that needs to be communicated becomes huge very fast. For example, video on regular TV has a dimension of 720 samples by 480 lines per frame, which changes 30 times a second. If each color component (red, green, and blue) is represented by 8 bits, we will need to transmit $3 \times 8 \times 720 \times 480 \times 30 = 248,832,000$ bits per second. The only way we can handle such an enormous amount of data is through compression.

The principle underlying compression is based on the fact that there’s an inherent redundancy in any source. The role of any compression system is to remove this redundancy without noticeably affecting the content. In other words, the compression system must retain enough information in the compressed part so that the original source can be recovered within some acceptable level of error.

The crucial question is, What is an acceptable level of error? The answer isn’t obvious. It depends on computational complexity, memory requirements, data I/O requirements, compression and decompression delay constraints, available bandwidth for compression, and the actual cost of the compression/decompression device at each end, not to mention market conditions.

The major reason for focusing on motion estimation when considering compression is that, even when it’s done properly, it consumes more than 60% of the computational power in a compression system, which is a significant portion of the computation. By reducing this portion, we’ll be able to do a lot more with our processing power. Here, we’ll narrow the focus to motion estimation for video and, further, to block matching,
one of the most computer and data I/O-intensive operations in video compression.

There are various ways of performing motion estimation. In the case of video compression, you need to keep two things in mind.

**BASIC CONSIDERATIONS**

First, most motion estimation techniques are concerned only with the translation of objects. Little attention is paid to other forms of motion, such as rotation, zooming, fading, or deformation. Second, in general the motion estimation techniques used in video compression don’t actually estimate motion. Instead, they attempt to minimize the cost of a function, which in most cases is determining the absolute error.

When you consider the actual implementation issues, you need to take into account numerous parameters in your decision process. Among them are the cost in bits of transmitting motion information, the cost of computation (scalar and vector processing), and the data I/O (to deliver previous frame data into local memory for computation).

**BLOCK MATCHING**

All the compression methods specified in the current video standards use block-matching schemes. In these schemes, each frame is partitioned exhaustively into (overlapping) blocks, usually rectangles. (You can, however, use any other geometric shape that you like for this purpose.) Each block is then compared with the blocks in the previous frame to find the best match based on some distortion measure. Various distortion measures can be used for the comparison. The most common is the “sum of the absolute difference” (SAD).

If a good match exists, it will result in very few nonzero elements in the block difference. That, in turn, will require much less computation to compress the block and a small number of bits to represent it and therefore to be transmitted.

If a good match isn’t found, the resulting block difference will be larger. That will require more computation to compress the block and more bits to be transmitted. In other words, you pay a penalty in both computation and bit rate.

There’s a trade-off in the size of the block for matching. You can find better matches with smaller blocks, simply because the probability of a match is higher. However, the cost of sending motion vectors for small blocks is expensive, since the ratio of bits per sample increases. Large block sizes, on the other hand, require fewer bits per sample to transmit the best match, but it’s harder to minimize the difference between the current block and the previous frame. In general, an adaptive system that uses both small and large blocks is the best choice.

Next, you have to decide how to perform the search. The major issues are the computational complexity and the data I/O.

**COMPUTATIONAL COMPLEXITY**

Two components determine the computational complexity: the size of the block and the search region.

Consider that you’re interested in matching an $N \times M$ block. To obtain the total SAD value, you need to do $N \times M$ difference calculations and $N \times M - 1$ additions. Let’s refer to this as one block distortion calculation.

In its general format, for each block distortion calculation, if you indicate the compared block of the previous frame with the leftmost corner at $(rowPt, colPt)$, you need to do the following double loop when calculating the SAD:

```latex
SAD = 0;
for (row = 0; row < M; row++){
    for (col = 0; col < N; col++){
        SAD += abs(block[row][col] - prev_frame[row+rowPt][col+colPt];
    }
    if (SAD < min_SAD) min_SAD = SAD;
} // comparison for update
```

Here, we assumed that $min_SAD$ represents the best match before the current calculation.

You can improve the match with the following:

```latex
SAD = 0;
for (row = 0; row < M; row++){
    for (col = 0; col < N; col++){
        SAD += abs(block[row][col] - prev_frame[row+rowPt][col+colPt];
        if (SAD < min_SAD) {
            min_SAD = SAD;
            break;
        }
    }
}
```
This approach reduces the calculation, but you need also to consider the following in your design.

In some of the architectures, a vector SAD calculates the SAD of one row (or part of it) in one cycle. Therefore if your comparison also takes one cycle, you could be wasting a lot of cycles for comparison. As a compromise, you might want to unroll one of the double loops and start comparing at a later stage.

If you do that, one conclusion is that the sooner you get to the (nearly) optimum search point, the less computation you need to do. A number of strategies, to be discussed later, try to achieve this.

Assume that your block size is $16 \times 16$ and your search region is $[-16, 15]$ in the horizontal and $[-16, 15]$ in the vertical direction. As a result, you’ll have $32 \times 32 \times 16 \times 16 = 262,144$ difference calculations and $32 \times 32 \times 255 = 26,120$ additions for only one block. Recall that a D-1/NTSC resolution contains $1,350$ blocks per frame at $30$ frames per second, and now you can begin to appreciate the burden of motion estimation!

In this example we assumed that only one reference frame—that is, one previously coded frame—is used for prediction (hence the designation “P frame”) in the standards. If you use both the past and the future
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**Figure 1:** For the current block (blue) in the current frame, the search region in the previous frame, shown here, is $[-32, 31]$ in the horizontal direction and $[-16, 15]$ in the vertical. To obtain the best motion vector, every displacement of the current block in the horizontal and vertical direction must be examined. The examination requires calculating the sum of the absolute difference (SAD) for each displacement.
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frame (two previously coded frames) for prediction, which is the case for a bidirectionally interpolated frame (B frame), you have twice as many computations.

There are ways to reduce this calculation further.

In one approach, reduction in spatial resolution, the algorithms try to reduce the number of computations by reducing both the size of the block and the number of search points. Generically, we can classify these algorithms under the rubric “hierarchical search.”

In a hierarchical search, a low-pass filtering and sub-sampling process reduces the resolution for both the block and the search area, yielding fewer pixels—say, \( p \) pixels. Thus the computation is reduced to \( p/(N \times M) \). The penalty will be in the suboptimality of the motion estimation. (You can obtain the subsampled results any way you choose.)

SEARCHING THE REGION

The next step is to decide how big the search region should be. The search region is the area of the previous frame (or, for a B frame, of the previous and the following coded frame) in which we’d like to do the matching.

This area is centered on the current block (Figure 1).

Various techniques exist to perform the search. Examples are the three-step, logarithmic, steepest-descent, hierarchical, and diamond or spiral searches. All of them attempt to reduce the number of points searched by making intelligent decisions about the search strategy for finding the best match. More specifically, a sequence of search points in the search area is adaptively obtained that will give the best estimate possible. The best match found by these techniques, however, isn’t necessarily the optimum match, since the techniques aren’t exhaustive. Instead, these searches provide a compromise between the optimum match and the level of complexity.

The diamond/spiral search is slightly different. It is actually a group of exhaustive search methods that examine each point in the search area. The difference between these methods and the other search techniques is in the path they take to search the region to reach the (nearly) optimum point first.

For example, the starting point for a spiral search could be the point \((0, 0)\), that is, no motion point, since it has the highest probability. The search then continues through the lower probability points.

CANDIDATE MOTION VECTORS

The starting point of your search region could also be a different point, chosen carefully based on prior knowledge of the video. In that case, you would use a candidate, or predictive, motion vector approach.

In these approaches, several candidate motion vectors are examined first. The idea is that these motion vectors are the best choices and will therefore provide the optimum choice fastest. As an argument for these approaches, note that MPEG-2 uses delta coding of motion vectors, indicating that the previous motion vector is a very good candidate for the current block.

You could choose the candidates from the previous blocks or previous frames. The choices become a system designer’s responsibility, and most of these algorithms are proprietary.

Once you select a starting point from your candidate set, the rest of the search could follow a diamond or a spiral pattern centered on each candidate motion vector.

Another approach to reducing the computational requirements is to allocate a threshold for the SAD. Once this value is reached, you declare a good-enough match and exit the double loop. Of course, there’s no guarantee that this value will be reached.

In any motion estimation procedure, the data from
the previous frame should be available for each motion estimation calculation. As a result, the data I/O issues for transferring the previous frame data into local memory for the calculation become very important. In other words, you may have the best computational power possible, but if the data isn’t ready to be processed, your processor will be idling.

**Buses Bandwidth**

Therefore it’s important to factor in the bus bandwidth of your processor and the local memory size in developing your motion estimation strategy. The problem becomes more difficult if you have multiple processors sharing the same bus to access the remote storage area to bring the required data into the local processor for processing. Furthermore, you have to consider the overhead associated with various requests from the processors and the latency for the responses. Obviously, if your bus accommodates a burst mode, it’s much better for your design.

There are various techniques for reducing the traffic on the bus. In general, they try to minimize the bus traffic by bringing the required data into local memory as few times as possible. Consider the following case.

You start your motion estimation for block $n$, and you bring into local memory all the data necessary to perform the motion estimation for this block. After this process is done, you move to block $n + 1$. But there’s a huge overlap between the data required for motion estimation for block $n + 1$ and the one for block $n$ (Figure 2). Therefore you need to bring in only a few more columns of data from the previous frame and flush the unwanted data. As you proceed through this process, you bring in data for block $n + 2$, $n + 3$, and so on, and remove the unnecessary data from the local memory, possibly using a circular buffer or an appropriate pointer.

Now consider what happens when you go to the next row of blocks. Since you were previously at the end of the first row, you don’t have the necessary data anymore and you must get it again. But, again, a huge overlap exists, this time between two vertical blocks (Figure 3). Unless you have a huge local memory, you’ve flushed all the data for the upper block, and now you need to bring it back again. This happens over and over, increasing the bus traffic for no good reason.

You might therefore consider various tricks to eliminate this continuous data I/O issue by following a different path in your motion estimation technique. A vertical or a zigzag path, for example, might result in less data I/O.

In general, almost all the techniques employed by various companies follow a variation of those described here, except possibly for very few purely proprietary techniques.
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