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CSI-2 Topics Overview
1.FPD-Link Deserializer Hub Basics
2.MIPI CSI-2/D-PHY Protocol Review
3.D-PHY Overhead
4.Calculating Input Bandwidth 
5.CSI-2 Aggregation and Forwarding Engine
6.Calculating Output Bandwidth 
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Presenter
Presentation Notes
First we will review the basics of FPD-Link III deserializer hubs, followed by a review of the MIPI CSI-2/D-PHY protocols. We will walk through MIPI D-PHY overhead, learn how to calculate CSI-2 sensor input bandwidth, and finally walk through how to calculate output bandwidth for aggregated sensors. 



FPD-Link Deserializer Hub Basics
• FPD-Link III offers both dual and quad deserializer hubs devices which can 

aggregate data from multiple remote sensors 
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FPD-Link III offers deserializer hub devices designed to take in sensor data from multiple remote serializers and aggregate that data to a processor using the MIPI CSI-2 video format. The ability to aggregate multiple sensors into one video interface provides the system integrator with a powerful toolset for multi-sensor synchronization and allows for a reduction of the number of video interfaces used by the processor. These typical application schematics show examples for dual and quad hub configurations which can be employed.  



MIPI CSI-2/D-PHY Protocol 
• Breaking down a single frame of CSI-2 video 

goes as follows:
– Frame Start – Short Packet 32 bits
– LP11 state – corresponding to vertical blanking
– First line of active video data – Long Packet

• Includes 32 bit header and 16 bit footer
• Number of bytes per pixel is defined by the data 

format. For RAW12, there are 3 bytes per 2 pixels 
– LP11 state
– Next line
– LP11 state
– …
– Frame End – Short Packet 32 bits

• Overhead in the protocol comes from:
– Packet header/footer information
– LP11 states to denote line boundaries 
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FPD-Link III deserializer hub devices use the MIPI CSI-2 protocol to forward and aggregate sensor data together into a single CSI-2 interface using the D-PHY physical layer. The CSI-2 protocol includes provisions that allow multiple sensors data to be combined into a single stream using several different methods. The most common of those methods is virtual channels, whereby descriptor information is included in each data packet header to identify which remote source the data came from. 

MIPI CSI-2 uses two different packet types: long and short, to transmit sensor data or synchronization information. Short packets use a 32 bit frame structure and are commonly used for signaling frame start, frame end, or other synchronization information from the source. Long packets have a variable byte count based on the format of the data to be transmitted. Each long and short packet contains a header which stores information about the type of packet the receiver should expect, and which virtual channel source the information came from. Shown on the left is a breakdown of a typical video frame transmitted via CSI-2. There is a short packet to signal the frame start, followed by long packets for each video line until the end of the frame, and finally there is a frame end packet. In between long and short packets, the CSI-2 transmitter must place a low power state (also referred to as LP-11). 

Because CSI-2 contains header, footer, and low power states surrounding the sensor data, additional signaling bandwidth overhead is introduced. 



D-PHY Overhead
• CSI-2 requires LP-11 idle states between each long packet to distinguish packet boundaries 
• The amount of time it takes for the transmitter to transition between HS mode and LP-11 mode is 

defined by the MIPI D-PHY physical layer
• Transition overhead is broken down into TLPX, THS-PREPARE, THS-ZERO, THS-SYNC, THS-TRAIL, and THS-EXIT

• 𝑇𝑇𝐿𝐿𝐿𝐿𝐿𝐿 + 𝑇𝑇𝐻𝐻𝐻𝐻−𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝑇𝑇𝐻𝐻𝐻𝐻−𝑍𝑍𝑍𝑍𝑍𝑍𝑍𝑍 + 𝑇𝑇𝐻𝐻𝐻𝐻−𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 + 𝑇𝑇𝐻𝐻𝐻𝐻−𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 + 𝑇𝑇𝐻𝐻𝐻𝐻−𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 = 𝑇𝑇𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂
• Additional overhead is also introduced in discontinuous clock mode compared to continuous clock 

mode
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Of the two main overhead contributors: packet header/footer and low power to high speed transitions, LP transitions will tend to dominate the protocol overhead for CSI-2/D-PHY, so for the sake of this training module we will not analyze the packet header/footer contribution. 

Between each long or short packet, the transmitter is required to transition between low power and high speed signaling modes and the time associated with this transition is time where no data packets can be sent. The figure above shows a single line of D-PHY transmission in continuous clock mode and breaks down the transition period into timing parameters given by the MIPI D-PHY compliance guidelines. These timings can be summed up in order to be utilized in our calculation of output bandwidth later in the session. It is important to note that these timings vary based on the D-PHY transmitter speed, and based on the specific D-PHY transmitter implementation. This is because many of these timings are specified as only needing to meet a minimum value from the compliance test standpoint but no maximum value. This means that calculations done for FPD-Link devices may not apply exactly to the implementation of another vendor’s D-PHY transmitter. For specific overhead values associated to FPD-Link deserializers, please reach out to TI. 



CSI-2/DPHY Protocol 
• The CSI-2 source can choose to send each line at arbitrary speed since CSI-2 does not require 

specific horizontal timing like other video protocols 
• If each horizontal line is sent at higher speed (higher PCLK), then the vertical blanking must increase to 

maintain the same frame rate 
• This directly correlates to the DPHY lane speed
• The blanking here is not CSI-2 data – it is time spent in LP11 which does not add to the number of bytes 

getting forwarded
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Presentation Notes
CSI-2 differs from other video transfer protocols in the fact that it does not require transmission of discrete horizontal timing information that would commonly be used by a display in order to scan the video onto a screen. While it is technically possible to transmit discrete horizontal timing information via CSI-2 using specific short packet data types, this scheme is not commonly employed and will not be explored for the sake of this module. The advantage of forgoing the need for discrete horizontal timing information is that CSI-2 provides more flexibility for video aggregation than most other video protocols. 

The example shown here is the transmission of one video frame sent using two different MIPI CSI-2 lane speeds. In the case on the left, each video line is sent using low DPHY lane speed. On the right side, that same frame is sent using high DPHY lane speed but we assume that the frame rate of the video remained the same. That means that the vertical blanking time was increased. Such a scheme would be difficult to achieve without flexibility in horizontal timing. 

Also note that for CSI-2, time spent in both horizontal blanking and vertical blanking is time in which the transmitter is outputting its low power (LP-11) state. This means that no data bytes are being sent by the CSI-2 transmitter. Instead the transmitter is idle and thus does not consume any signaling bandwidth. 



Calculating Input Bandwidth 
• For video protocols such as HDMI, LVDS, RGB, pixels are always scanned out at a constant PCLK rate which makes 

video bandwidth easy to define:
– Htotal x Vtotal x FPS x bits per pixel

• However for CSI-2 since horizontal pixels can be sent at an arbitrary lane speed, bandwidth varies across one frame –
high bandwidth during active region and no bandwidth during vertical blanking

• Ex. In both cases below the total number of pixels sent during the frame is the same, but the example on the right uses 
higher lane speed. Averaged over one frame, the bandwidth is the same because the same number of pixels was sent 
and the total frame time is the same, but during the active video region the bandwidths are different  
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Given what we know about MIPI CSI-2 and DPHY, let’s now take a closer look at how to accurately calculate sensor bandwidth. For most video protocols which require discrete horizontal timing, data bits are scanned out at a constant rate across the entire duration of a video frame. Video bandwidth can the be defined by multiplying the total number of horizontal pixels by the total number of vertical lines (including blanking), and then that is multiplied by the pixel clock and the frame rate to derive a bits per second number required to transmit the data. 

However for CSI-2, horizontal and vertical blanking are not represented by data bits which means that the signaling bandwidth required to transfer a frame is not constant across the duration of that frame. We can reference the same example from before where we send the same video and same frame rate two different ways. In the left example, a rate of 800Mbps is used to transfer the video during the active region in red and on the right that same content is sent with a fixed lane speed of 1500Mbps. However in the grey regions of horizontal and vertical blanking, the required bandwidth is actually 0, because the transmitter is just sending and idle state. 

So in order to accurately calculate CSI-2 bandwidth it is not sufficient to estimate bandwidth by averaging the data rate over a frame, because the data rate is actually variable within each frame depending on the properties of the transmitting device. 



Calculating Input Bandwidth 
• We must consider the fact that input bandwidth is variable across one video 

frame
• This means input bandwidth is the worst case number during the active portion 

of each sensor’s output 
– 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 = 𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑏𝑏𝑏𝑏𝑏𝑏 𝑝𝑝𝑝𝑝𝑝𝑝 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙

𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

– Example: 1280x964 @ 36Hz, Vtotal = 1250 lines, RAW12
• 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 = 1

36𝐻𝐻𝐻𝐻∗1250
= 22.2𝑢𝑢𝑢𝑢

• 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 𝑝𝑝𝑝𝑝𝑝𝑝 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 = 1280 ∗ 12𝑏𝑏𝑏𝑏𝑏𝑏 = 15360 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏

• 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 = 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 𝑝𝑝𝑝𝑝𝑝𝑝 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙
𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

= 691𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀
• Input bandwidth during vertical blanking is 0Mbps

• We must calculate bandwidth at the line level because FPD-Link has line 
buffers, not frame buffers
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Here’s an example for calculating input bandwidth given a video source with 1280x964 dimensions. Let’s assume the video is sent at a frame rate of 36Hz and the data format is RAW12 (which means 12 bits per every pixel). In this example we will also assume the total number of vertical lines including blanking is 1250. 

The input bandwidth during each active line will be the number of bits transmitted for that line divided by the line time. We can calculate the line time based on the frame rate and the total number of vertical lines including blanking first. Next we multiply the number of pixels per line by the number of bits per pixel to get the total number of bits per line. Finally we can calculate the bandwidth required to send that line by dividing the number of bits per line by the line time. This gives us a value of 691Mbps required to send each video line. During the vertical blanking interval for this video the data rate required is 0. 

In the context of FPD-Link SERDES devices it is important to calculate data rate at active line level instead of averaging the data rate across each frame because FPD-Link utilizes line buffering to store video data before forwarding it out rather than frame buffers which require large amounts of digital memory. 



CSI-2 Aggregation and Forwarding Engine
• The deserializer hub contains RX channel 

buffers for each input to store incoming 
video streams before they are pulled by 
the forwarding engine (2 or 4 based on the 
hub device)

• Each RX buffer is designed to store only 
up to ~1-2 lines of video depending on the 
line size

• The forwarding engine rotates through RX 
ports checking if line data is ready to be 
forwarded to the CSI-2 outputs

– For example during one sensor’s inactive 
video, the engine can forward a port which is 
receiving active video

• Between each sensor’s line data the 
DPHY protocol requires an LP-11 state
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Now that we have successfully calculated a more accurate bandwidth for a CSI-2 sensor, we need to consider how sensor data gets aggregated by the hub in order to send multiple video streams within one CSI-2 DPHY port. What’s shown on the right is an example block level representation of an FPD-Link III quad deserializer hub. In this case, the device has 4 RX input ports and 2 CSI-2 output ports. We can configure the hub to aggregate data from up to 4 of its inputs and send this data to one CSI-2 port or to both. There are multiple forwarding modes available for FPD-Link hubs devices, but for the sake of this investigation we will only be considering round robin forwarding which is the most common and straightforward aggregation method available. In this mode, the deserializer hub will attempt to forward out data packets in the order that they were received from each port, so there is no requirement that the incoming data is synchronized in any way. 

First, the data from each sensor is stored in an RX buffer for the port. These RX buffers store line data but can not hold more than around 1-2 lines of data unlike frame buffers which require significantly mode memory. After RX ports are assigned for forwarding, the forwarding engine will rotate through the assigned buffers looking for valid data to be ready. Once a video line is ready for forwarding, the engine will send that packet out of the assigned CSI-2 port and clear the data from the corresponding RX buffer. FPD-Link III deserializer hubs operate with fixed DPHY output lane speeds. For example, 800Mbps/lane or 1600Mbps/lane. The number of total lanes per port is also adjustable. Between each video line, the DPHY protocol requires an LP-11 idle state before sending the next line. 



CSI-2 Aggregation and Forwarding Engine
• In the picture to the right, 4 sensors with equal video 

parameters are sent out of 1 port in round robin fashion 
with LP11 states in between each 

• With this type of equal spacing, it is straightforward to 
determine the number of LP states per unit time

• In this example, sensors are running at different video 
rates so which means the number of packets forwarded 
from each sensor can be unequal over an arbitrary unit 
time

• Depends on relative relation of active/inactive video times, 
line length sizes, and line times
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These diagrams on the right are designed to help visualize this sensor aggregation scheme described in the previous slide. In this example, the quad hub is receiving 4 video streams from 4 remote sensors and forwarding those all to one CSI-2 output. In the top case, all 4 videos are assumed to be the same frame rate and dimensions, which means that video packets from each sensor should be sent in a fixed sequence of 1, 2, 3, 4, 1, 2, 3, 4 and so on once the system has reached steady state. The red arrows indicate LP-11 states between each sensor line which is required by the CSI-2 protocol. 

The net effect that this has is an additional overhead from the CSI-2 protocol perspective because sending one line of data from each sensor through one CSI-2 output now requires 4 LP-11 pulses because there are four sensors. This contribution needs to be considered in order to understand if the output port will have enough bandwidth to aggregate all the incoming data. If not, then one or more of the input RX buffers will eventually overflow and sensor line data will be lost. 

In the example on the bottom, a more complex case is considered, where the incoming video streams do not have equivalent data rates. The yellow sensor has less data packets per unit time compared with the other two sensors being forwarded. This means that when the three sensors A, B, and C are aggregated and sent to CSI-2 port 0, there will no longer be a simple repeating pattern of line data from sensors 1, 2, 3, 1, 2, 3, etc. There will be points in time where sensor B is skipped in the output rotation. This makes calculation of the overhead from LP-11 states more complex than the first case. 



Calculating Output Bandwidth 
• Protocol overhead from aggregation must be considered in order to calculate 

CSI-2 output bandwidth
– Refer to slide  5 for information on overhead from each LP-11 transition
– Refer to slide 10 for information on how aggregating multiple sensors introduces 

mode LP-11 transitions 

• This output bandwidth is compared with the sum of the input bandwidths for the 
aggregated sensors in order to determine if the system can function robustly

• Output bandwidth is a factor of the lane speed setting, number of lanes, 
continuous vs. discontinuous clock mode, and also the characteristics of the 
input videos being aggregated!
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In order to determine if the output CSI-2 port has enough bandwidth available to aggregate its assigned sensors it is required to calculate the output bandwidth for the port based on the 4 main factors: The programmed D-PHY lane speed, the number of D-PHY lanes for the port, the clocking mode, and also the characteristics of the videos being aggregated. The proceeding calculations will take into account everything which you have learned about CSI-2 and aggregation in order to generate the most accurate approximation of the output port bandwidth capability. This number must then be compared with the sum of the input bandwidths for the sensors to be forwarded in order to make a judgement on if the system can function correctly. You can refer back to previous slides 5 and 10 from this video for important information regarding LP-11 overhead which will be used in these calculations. 



Calculating Output Bandwidth 
• Determine time period of repeating pattern for forwarded lines from each sensor

– 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 = 𝐿𝐿𝐿𝐿𝐿𝐿(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 0, 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 1, 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 2, 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 3)
• Round line times to nearest integer number for estimation 

• Find the number of lines forwarded by each sensor during this time period:

– 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆_𝑁𝑁 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 = 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆_𝑁𝑁 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇

– For each line there will be associated LP-11 transition overhead 
– 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 = 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 + 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 1 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 + 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 2 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 + 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 3 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿

• Calculate the total number of bits sent during the repeating time period
– 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 = 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 0 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 ∗ 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 0 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 𝑃𝑃𝑃𝑃𝑃𝑃 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 + 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 1 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 ∗ 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 1 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 𝑃𝑃𝑃𝑃𝑃𝑃 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 + 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 2 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 ∗ 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 2 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 𝑃𝑃𝑃𝑃𝑃𝑃 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 + 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 3 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 ∗ 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 3 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 𝑃𝑃𝑃𝑃𝑃𝑃 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿

• Calculate Output Bandwidth 

– 𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 = 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵

𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 +(𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 ∗𝑇𝑇𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂)
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Now we can walk through the detailed steps for calculating output bandwidth. First we need to determine the time period over which a repeating pattern of lines from each sensor is forwarded. We do this by finding the lowest common multiple between the line times of each sensor. In the case where all sensors are identical, this number will be 1, but for any case where one or more of the sensors has a different data rate than the others, this number will vary. 

Using this repeating time number we can back calculate the number of lines which would be forwarded from each sensor during this time period by dividing the total repeating time by the line time for each sensor. We can sum these four numbers up to arrive at the total number of lines forwarded from all sensors on the aggregated output over this time period. We know that each time a line is forwarded during this time, there will need to be a transition between LP-11 and HS mode which will contribute to overhead. 

Next we calculate the total number of bits which need to be sent over that time period by multiplying the number of lines forwarded from each sensor by the number of bits per line 

Finally we can calculate the output bandwidth by dividing the total number of forwarded bits by the time it takes to send those bits based on the data rate plus a factor of TOVERHEAD for each line that was sent. This ensures that we are factoring in the LP-11 protocol time and how it reduces the number of actual data bytes which can be sent. 



Calculating Output Bandwidth 
• Example - Assume the following parameters:

– Number of transmitter lanes = 4
– D-PHY lane speed = 1600Mbps/lane
– Data rate = 1600Mbps*4 Lanes = 6.4Gbps
– Clock mode = Continuous 
– TOVERHEAD= 0.76µs

• Sensors:

• Input Bandwidth Sum = 3.66Gbps
• Calculated Output Bandwidth = 5.36Gbps
• Input Bandwidth < Output Bandwidth so aggregation is viable!
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RX Port Horizontal Active Vertical Total Frame Rate Bits Per Pixel Calculated Input 
Bandwidth 

0 1920 1200 30 12 829Mbps

1 640 500 60 20 384Mbps

2 1920 860 36 16 951Mbps

3 2560 1620 30 12 1490Mbps

Presenter
Presentation Notes
Here’s an example of a case where 4 sensors are aggregated into one CSI-2 output port with 4 lanes operating at 1.6Gbps each in continuous clock mode. For the sake of this example let’s assume that the TOVERHEAD value is 760ns based on this D-PHY implementation. Using the equations from slide 5 and slide 14 you should now be able to calculate the input bandwidth for each sensor along with the output bandwidth given these sensor parameters in order to compare. In this case, the sum of the input bandwidth for the four sensors is less than the calculated output bandwidth which means this would be a viable candidate for aggregation. If we were to reduce the number of output lanes to two, then this would no longer be the case. 

It is also interesting to note that these calculations make no use of the vertical active lines for each sensor and this is because the FPD-Link hub uses line buffers, not frame buffers. We only need to be concerned about the calculation of bandwidth at the line level. 



Quiz
1. We are trying to aggregate two identical sensors with exactly 2MP each. There are two options 

for the sensor dimensions: 2000x1000 or 1000x2000. Which case would require more output 
bandwidth assuming the pixel clock rate is the same between them?
a) 2000x1000 sensors
b) 1000x2000 sensors
c) They require the same bandwidth 

2. Which sensor configuration will result in higher input bandwidth contribution for FPD-Link 
aggregation at the line level? SensorX: 1920x1080@30Hz, RAW12 with 1200 vertical total 
lines or SensorY: 1920x720@30Hz, RAW12 with 1200 vertical total lines?
a) SensorX
b) SensorY
c) They are the same 
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1. The answer is “b”; Intuitively it would seem that since both sensors have the same number of pixels, that the bandwidth required to transmit their video would be the same, however the sensors with 1000x2000 dimensions have double the number of lines per frame. For the CSI-2 protocol, each line needs to be separated by an LP to HS transition, which means protocol overhead is much higher compared to the 2000x1000 sensor

2. The answer is “c”; Remember than FPD-Link hubs use line buffering for each RX port, not frame buffering. In order to calculate bandwidth at the line level we do not need to be concerned with the number of vertical active lines per frame, only the vertical total lines per frame which defines the line time for the sensor. In both cases, the vertical total lines are the same, which means at the active line level, bandwidth is identical for these sensors. 




Thank you
• FPD-Link technical resources
• TI FPD-Link products
• ti.com/interface/fpd-link-serdes/products.html
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Hopefully this session was helpful in providing a practical breakdown of CSI-2 aggregation and bandwidth for FPD-Link III deserializer hub devices. 

You can find FPD-Link hub devices to fit your application, and access some great technical resources at TI.com with the link provided here 

Thanks for watching!

http://www.ti.com/interface/fpd-link-serdes/products.html
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